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Abstract. Synthetic data offers a promising solution to privacy concerns in health-

care by generating useful datasets in a privacy-aware manner. However, although

synthetic data is typically developed with the intention of sharing said data, am-

biguous reidentification risk assessments often prevent synthetic data from seeing

the light of day. One of the main causes is that privacy metrics for synthetic data,

which inform on reidentification risks, are not well-aligned with practical require-

ments and regulations regarding data sharing in healthcare. This article discusses

the paradoxical situation where synthetic data is designed for data sharing but is

often still restricted. We also discuss how the field should move forward to mitigate

this issue.
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1. Introduction

Healthcare data, characterized by its multidimensional nature and diverse formats—such

as images, text, tables, time series, and videos poses significant challenges for ensuring

privacy. Synthetic Data (SD) aims to replicate the complex relationships among features

within such data while mitigating the risk of reidentification. However, most existing pri-

vacy metrics struggle to navigate this complexity. The practical requirements on patient
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privacy, stemming from relevant regulatory frameworks, are typically poorly captured by

the metrics used to assess SD privacy. Because of this, it is often still unclear whether

SD satisfies these requirements and publishing SD is often forgone. Here we discuss

this mismatch between practical requirements and quantitative metrics for privacy, and

mention several avenues of exploration that could help to reconcile the two.

2. Regulatory requirements for data anonymity

Whether health data can be published depends upon relevant regulatory frameworks like

the GDPR in the EU and HIPAA in the US. Both state that data can be published if it is

anonymous, meaning there is no risk of reidentification:

• GDPR, Recital 26: “The principles of data protection should therefore not apply to

anonymous information, namely information which does not relate to an identified

or identifiable natural person or to personal data rendered anonymous in such a

manner that the data subject is not or no longer identifiable.”

• HIPAA, 45 CFR § 164.514 “Health information that does not identify an individ-

ual and with respect to which there is no reasonable basis to believe that the infor-

mation can be used to identify an individual is not individually identifiable health

information.”

Although SD is typically generated without a one-to-one mapping to Real Data (RD),

SD is not inherently anonymous [1,2]; only in SD sufficiently different from the RD it

was based on, privacy guarantees are strong. Simultaneously, dissimilarity between RD

and SD undermines its very use, hence privacy and utility must be traded off. This makes

SD in healthcare subject to the same strict criteria as RD with regard to data sharing.

To minimise reidentification risk, SD generating parties resort to privacy-preserving

techniques when generating SD. Here, reidentification risk means inference of an indi-

vidual’s sensitive attributes or membership to the training set of RD used to generate

SD [3]. Yet, it is currently unclear whether minimizing reidentification risk can render

SD anonymous, whether SD can be better understood as pseudonymized data, and what

other measures must be taken to prevent reidentification through SD in the future [4,5].

In addition, such questions are virtually impossible to address without context. In

the case of a privacy attack, an attacker typically tries to disclose (sensitive) information

from the SD or the SD generating model about some other actor [6]. An attacker could

be a health insurer which can combine data from their clients with published SD on some

clinical trial, and infer which of their clients took part in the trial since they are likely

contained in the SD training set. Since contexts vary, privacy risk is not an absolute mea-

sure but changes as events, times, and actors change [5]. Hence, the question of whether

SD provides anonymous, pseudonymous, or personal data depends on many factors. For

example, it has been argued that reidentification risk could render SD generating algo-

rithms personal data, so these algorithms must be GDPR and HIPAA compliant as well

[7], underscoring that the issue of privacy in SD is far from resolved.
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3. Privacy metrics in synthetic data

Since re-identifiable data cannot be published under relevant regulations (e.g., GDPR

or HIPAA), SD intended for sharing must be evaluated for its reidentification risk. Two

main categories of privacy metrics can be distinguished, assuming an attacker has some

information about an individual: attribute disclosure and membership disclosure [1].

Attribute disclosure metrics indicate the risk of an attacker inferring real, identifiable

information from SD. This requires some subset of real variables to be available to the

actors to link from synthetic to real information. Attackers can then link synthetic to real

information through e.g., prediction by training an inference model on SD [2], or through

similarity in terms of statistical distance [8]. Here, a wide variety of prediction models

or statistical distance measures might be employed. The inference accuracy of the real,

identifiable information is an indication of reidentification risk.

Membership disclosure metrics indicate the risk of attackers inferring which indi-

viduals were contained in the training set of an SD generator [9]. This is especially rele-

vant when membership to the RD exposes identifiable information and thereby invokes

reidentification risk. For example, for SD generated from a hospital’s pulmonary depart-

ment, an attacker may infer if an individual was a patient at said department. Usually,

such inference requires the attacker to have access to a set of real personal data. This

might occur when an individual has their own data agreement with the attacker, for ex-

ample, between a patient and a health insurance company. In this case, the attacker has

access to a large amount of identifiable information and may try to use this to infer even

more sensitive information. To perform membership inference, the attacker estimates the

likelihood that an individual comes from the SD distribution. If this is relatively likely,

e.g., compared to the distribution of the real information he has access to, the individual

is likely to have been contained in the training set [10]. In scenarios where membership

to the synthetic dataset is deemed sensitive, the membership inference accuracy indicates

the risk of re-identifying said sensitive attribute.

4. Challenges in privacy assessments of synthetic data

Both attribute and membership disclosure metrics can inform on the reidentification risk

from SD. However, several issues persist, causing uncertainty around whether SD is truly

anonymous and is allowed to be shared.

Firstly, there are multiple ways of assessing privacy from a legal perspective. The

‘zero-risk’ approach in privacy assessment requires an SD generating party to take all

possible attackers and methods that can be employed to attempt reidentification into

account in the present and future. This can be challenging, given that it is often unknown

which technologies or other datasets attackers can access. A more pragmatic approach,

also known as the ‘acceptable risk’ approach, estimates reidentification risk by focusing

only on likely attackers and methods that are, for example, similar and known to the SD

generating party [5]. Still, the question of which approach is most appropriate in which

context is open; civil law tends to defend zero-risk approaches (with the GDPR as the

most common example), and common law tends to defend acceptable-risk approaches,

which may confuse SD generating parties and prevent them from publishing their SD

[5]. Moreover, legal precedents exist mainly for older privacy metrics like k-anonymity
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[3], but not for more recent frameworks like differential privacy, so SD generating parties

will often feel forced to stick with the old.

Secondly, although the risk of reidentification can be estimated through, e.g., dis-

closure of attributes and membership to training data, there are no shared thresholds in

the SD-generating community to indicate when this risk is non-existent. This has great

implications since the reidentification risk must be zero to render SD truly anonymous

and thus shareable.

Third, many privacy metrics were not originally designed to address healthcare-

specific use cases. Techniques such as k-anonymity and l-diversity focus primarily on

preventing direct reidentification [3] but may fall short in healthcare contexts where data

complexity and sensitivity are elevated. Differential privacy, while theoretically robust,

can significantly alter the utility of data. In addition, it may not protect against all types

of privacy attacks, particularly in complex datasets such as electronic health records.

Fourth, ethical considerations further complicate the use of SD in healthcare. Pa-

tients expect control over how their data is used, even when anonymized or synthesized.

Although privacy metrics address technical risks, they often overlook ethical issues sur-

rounding data use in research, clinical trials, or healthcare applications and are hard to

explain in lay terms. Differential privacy, for example, can introduce biases that dis-

proportionately affect under-represented groups, leading to skewed clinical decisions or

discriminatory outcomes [11].

Lastly, the technical literature on the assessment of SD privacy has been largely

oblivious to the evolving context of SD. Attackers’ knowledge about individuals can

increase over time, and they may be able to exploit more public datasets as these become

increasingly available, which impacts reidentification risk. In addition, regulating bodies

can place more precise restrictions on SD to protect sensitive information for particular

time periods, but current privacy metrics do not take this into account.

5. Recommendations

Several approaches are being explored to bridge the gap between privacy requirements

and metrics in synthetic healthcare data. These include:

• Context-aware privacy metrics: Privacy requirements are often context-specific,

as information may be more or less sensitive depending on factors such as the rel-

evant domain, availability of external knowledge, and the potential gain to attack-

ers. To better reconcile privacy requirements and metrics in different scenarios,

it may thus be helpful to focus efforts towards developing context-specific rather

than general-purpose privacy metrics.

• Explainable privacy assessments: Data privacy is increasingly important for both

patients and healthcare providers, and they may show more privacy-protective be-

haviour if the protection of their information depends on arcane metrics that are

hard to explain. That is, current privacy metrics must be explained in more familiar

notions that resonate with the broader public [11].

• Exchanging knowledge: Academic researchers have to get in touch with, e.g.,

policymakers and legal experts, to better explain current technical privacy-

preserving approaches so that legal precedents and law can be created that enable

the adoption of privacy metrics in practice. In addition, policymakers and legal ex-
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perts would benefit from expertise from the SD generating parties to get a clearer

view of what ‘acceptable risks’ are, which depends on ongoing research in models

generating SD, privacy metrics, and other technology.

6. Conclusion and Discussion

The mismatch between practical requirements on privacy for data sharing and relevant

quantitative risk metrics are major causes of the stagnating adoption of synthetic data in

healthcare. To address this issue, the scientific community must take action by develop-

ing more suitable privacy metrics, enhancing the understanding of those metrics to the

general public, and exchanging knowledge with policymakers and legal experts so that

relevant thresholds and legal precedents can be developed.
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