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Abstract
Existing portfolio management approaches are often black-box
models due to safety and commercial issues in the industry. How-
ever, their performance can vary considerably whenever market
conditions or internal trading strategies change. Furthermore, eval-
uating these non-transparent systems is expensive, where certain
budgets limit observations of the systems. Therefore, optimizing
performance while controlling the potential risk of these financial
systems has become a critical challenge. This work presents a novel
Bayesian optimization framework to optimize black-box portfolio
management models under limited observations. In conventional
Bayesian optimization settings, the objective function is to max-
imize the expectation of performance metrics. However, simply
maximizing performance expectations leads to erratic optimiza-
tion trajectories, which exacerbate risk accumulation in portfolio
management. Meanwhile, this can lead to misalignment between
the target distribution and the actual distribution of the black-box
model. To mitigate this problem, we propose an adaptive weight La-
grangian estimator considering dual objective, which incorporates
maximizing model performance and minimizing variance of model
observations. Extensive experiments demonstrate the superiority
of our approach over five backtest settings with three black-box
stock portfolio management models. Ablation studies further verify
the effectiveness of the proposed estimator.

CCS Concepts
• Computing methodologies→ Search with partial observa-
tions; Continuous space search; Heuristic function construc-
tion; • Information systems → Expert systems; • Applied
computing → Forecasting.

Keywords
Bayesian optimization, Bayesian neural network, tree-structured
Parzen estimator, importance sampling, portfolio optimization, fi-
nancial investing, stock trading

1 Introduction
Stock portfolio management has been an open issue in academia
and industry. This refers to selecting optimal stocks and determin-
ing optimal weights to maximize portfolio returns or minimize

portfolio risks. Traditional methods of portfolio management, such
as the Markowitz approach, prioritize diversification of assets to
mitigate risk by balancing asset correlations [8, 63]. However, these
methods have some restrictive prior assumptions, such as normally
distributed returns and stationary markets, contradicting the evolv-
ing nature of market conditions [26, 63]. Accordingly, research
efforts have shifted toward flexible methods to capture the complex
dynamics in stock markets [25, 28]. The deep learning models have
achieved remarkable performance in portfolio management, for
example: [38] treats the stock selection as a linear programming
problem with a multi-layer perceptron as the solver; [1] proposes
an ensemble framework to select optimal stocks via different neural
networks with genetic algorithm as hyperparameter optimizer; [7]
adopts recurrent neural networks to capture temporal dependencies
in asset price movements for online stock portfolio management;
[31] applies attention mechanisms to learn dependencies of stock
time series features, which adaptively assign weights of assets in
portfolios; and MDGNN [44] utilizes graph neural networks to
model inter-dependencies between stocks to capture evolving mar-
ket dynamics explicitly.

However, in real-world industrial applications, portfolio manage-
ment often relies on non-transparent, pre-defined trading models
(i.e., proprietary black-box systems). These models are generally
expensive to evaluate due to either computational costs or safety
issues. Conversely, most academic works, especially deep learning
methods, can flexibly define trading models and evaluation metrics.
Furthermore, deep learning methods struggle in such settings, as
gradient information and large training datasets are rarely available.
Consequently, Bayesian optimization has become a powerful frame-
work for optimizing these black-box systems. Unlike traditional
methods (e.g., Black-Litterman Model [47] and particle swarm opti-
mization [65]), Bayesian optimization can efficiently navigate explo-
ration (reducing uncertainty) and exploitation (maximizing returns)
processes in non-convex objectives and noisy high-dimensional
inputs, making it ideal for high-stakes financial applications. It
consists of a surrogate model and an acquisition function. The for-
mer approximates the unknown objective function by iteratively
learning from observations, and the latter guides future observa-
tions by balancing exploration and exploitation. In terms of the
surrogate model, Gaussian processes (GPs) are a popular choice
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due to their closed-form posterior distributions and rigorous uncer-
tainty quantification. GPs define predictions via a mean function
and covariance kernel (e.g., Matérn kernel, or radial basis function
kernel) [51], however computational complexity limits scalability
in high-dimensional portfolios. In contrast, the Tree-structured
Parzen Estimators (TPEs) [43, 64] partition observations into good
and bad groups with kernel density estimators [43]. TPE avoids
explicit modeling of covariance structures, enabling faster perfor-
mance in high-dimensional spaces [64]. Compared to GPs and TPEs,
Bayesian neural networks (BNNs) [52, 53] as surrogate models can
dynamically adapt non-stationary and complex patterns, by treating
network weights as approximated probability distributions. Besides
surrogate models, Bayesian optimization relies critically on acqui-
sition functions. These acquisition functions navigate the search of
optimal parameter configuration, where popular acquisition func-
tions include Expected Improvement (EI) [3, 51], Probability of
Improvement (PI) [51, 57], Upper Confidence Bound (UCB) [21, 55],
and Knowledge Gradients (KG) [60, 61].

Conventional Bayesian optimization can lead to two problems.
First, by maximizing expected values in a noisy high-dimensional
space, Bayesian optimization can produce erratic optimization tra-
jectories. This instability is particularly detrimental in risk-sensitive
applications like financial portfolio management and safety-critical
systems. To mitigate this issue, several studies [6, 18, 40] have in-
corporated risk-sensitive proxies into acquisition functions, such
as value-at-risk (VaR) [6, 39] and conditional value-at-risk (CVaR)
[15, 36], which penalize worst-case outcomes and therefore pri-
oritize robustness over raw performance. Furthermore, RAHBO
[32] dynamically models noise distributions to optimize expected
values and minimize observation variance jointly. Similarly, LogEI
[3], uses a logarithmic reformulation of acquisition functions that
prevent vanishing acquisition values in high dimensions or under
constraints. However, all these risk-sensitive approaches require
careful tuning of confidence parameters (e.g., the alpha factor in
CVaR) or noise model parameters (the alpha factor and beta fac-
tor in RAHBO), and inappropriate parameter selection can render
optimization overly conservative or dangerously reckless. Second,
there exists a mismatch between the output distribution of black-
box models and the desired distribution characterized by specific
performance criteria. Thus, optimizing directly toward the out-
put distribution may not yield the desired outcomes when certain
properties of the target distribution are pre-specified. Importance
sampling is a variance reduction technique to estimate the target
probability distribution with re-weighted samples from the actual
output distribution. Consequently, importance sampling is com-
monly adopted to alleviate this challenge, for example in off-policy
training in reinforcement learning and simulation methods.

To address these challenges, we propose a novel adaptive Bayesian
optimization framework for stock portfolios. First, our method ex-
tends previous risk-aware Bayesian optimization methods [3, 12,
32], such that we jointly maximize the expectation of observations
and minimize observational variance. This enables stock portfo-
lio optimization while maintaining stable trajectories. Second, we
leverage importance sampling to approximate the desired stock
portfolios defined by certain metric-based intervals. The contribu-
tion of this work is three-fold:

• We propose a novel Bayesian optimization framework that
optimizes portfolio returns (expectation maximization) and
risk stability (variance minimization) through a bi-objective
function. (See Section 4.3.)

• We present an adaptive importance sampling strategy to
effectively guide the surrogate model to approximate target
metric-constrained stock portfolios, which is reached by
utilizing stock portfolios of non-interested regions that are
easy to obtain. (See Section 4.2.)

• We conduct extensive experiments for three black-box trad-
ing models on five real-world stock portfolio optimization
settings. Compared with single-objective approaches, our
method achieves an average improvement of the Sharpe
ratio by 0.32 and an average reduction in portfolio variance
by 0.034 under 500 observations of stock portfolios. (See
Section 5.)

2 Related Work
2.1 Stock Portfolio Management
Stock portfolio management has evolved fromMarkowitz’s modern
portfolio theory [34], which balances risk and return by a mean-
variance strategy with normality and stationarity assumed. Sub-
sequent studies integrated stochastic control [4, 14], multi-period
optimization [41], and risk measures, such as VaR and CVaR [22, 46]
adapting to dynamic market changes and mitigate tail risks. Mean-
while, genetic algorithms [35] and approaches based on reinforce-
ment learning [2, 58] have been employed to handle non-convex
portfolio objectives and adaptive decision-making for stock selec-
tions. Additionally, various deep learning models [9, 62] have been
applied to modern portfolio management. For instance, [50] pro-
poses an ensemble framework composed of a multi-scale convolu-
tional neural network online stock portfolio management; DBRNN
[49] introduces a meta-heuristic algorithm with returns predictions
of stock portfolios; [11] utilizes graph neural networks and incor-
porates prior knowledge to model non-stationary market patterns,
which improves risk-return trade-off in portfolio management;
and [24] presents a transformer-based stock portfolio management
framework, predicting and adaptively assigning asset weights in
future time steps. Besides these approaches, Bayesian Optimization
[19, 33] has been adopted in various financial applications, such as
hyperparameter tuning for trading strategies [30] and optimizing
portfolio weights under uncertainty [16].

2.2 Bayesian Optimization
Bayesian Optimization is a widely adopted framework in evaluating
expensive black-box systems, particularly when gradient informa-
tion is unavailable or observations are constrained [48]. Former
studies [27, 37] establish probabilistic models as surrogates to ap-
proximate the unknown distribution, enabling uncertainty-aware
observation points for optimizations. [5, 20] later formalize GPs as
the surrogate model for Bayesian optimization, arising from their
flexibility in modeling smooth functions and providing analytic un-
certainty estimations. Alternative surrogate models such as random
forests [10] and TPEs [43] have been applied in dealing with high-
dimensional or discrete spaces. Moreover, Bayesian neural networks
have been adopted as surrogate models, for instance, the network
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weights are treated as the approximated distribution of the black-
box models [23, 29]. Regarding acquisition functions, for instance,
EI-based methods [3, 51], and UCB-based approaches [21, 55] bal-
ance exploration-exploitation trade-offs. Besides, entropy search
maximizes information gain to select future observations [13, 59],
which commonly prioritizes explorations over exploitations.

3 Preliminary
3.1 Bayesian Optimization
Bayesian optimization [48] is a sample-efficient strategy for op-
timizing expensive-to-evaluate black-box models under a certain
objective. Consider an unknown model represented by a function

𝑓 : X → R, (1)

defined over a bounded domain. The goal is to solve the following
maximization problem,

x∗ = argmax
x∈X

𝑓 (x) . (2)

SurrogateModel. In the Bayesian optimization framework, 𝑓 (x) is
treated as a random function with a prior distribution 𝑝 (𝑓 ). Given
a series of observations D𝑛 = {(x𝑖 , 𝑓 (x𝑖 ))}𝑛𝑖=1, the posterior distri-
bution over 𝑓 is derived as,

𝑝 (𝑓 |D𝑛) =
𝑝 (D𝑛 |𝑓 )𝑝 (𝑓 )

𝑝 (D𝑛)
. (3)

For an input x, the predictive distribution is obtained by marginal-
izing over 𝑓 ,

𝑝 (𝑓 (x) |D𝑛) =
∫

𝑝 (𝑓 (x) |𝑓 )𝑝 (𝑓 |D𝑛) 𝑑 𝑓 . (4)

Acquisition Function. An acquisition function balances explo-
ration (high uncertainty) and exploitation (low predicted 𝑓 (x)). It
computes the expected utility of sampling at x,

𝛼 (x;D𝑛) = E𝑓 (x)∼𝑝 (𝑓 (x) |D𝑛 ) [𝛽 (𝑓 (x))], (5)

Here, 𝛽 (·) encodes the utility (e.g., improvement, confidence bounds).
The next observation is chosen as,

x𝑛+1 = argmax
x∈X

𝛼 (x;D𝑛). (6)

3.2 Importance Sampling
Suppose we wish to compute the expectation of a function 𝑓 (x)
under a target distribution 𝑔(x),

E𝑔 [𝑓 (x)] =
∫

𝑓 (x)𝑔(x) 𝑑x. (7)

Directly sampling from 𝑔(x) might be challenging. Instead, we
sample from an alternative proposal distribution 𝑞𝜃 (x), which is
easier to sample from, provided that 𝑞𝜃 (x) > 0, 𝑔(x) 𝑓 (x) ≠ 0. This
allows us to rewrite the expectation as,

E𝑔 [𝑓 (x)] =
∫

𝑓 (x)𝑔(x) 𝑑x

=

∫
𝑓 (x) 𝑔(x)

𝑞𝜃 (x)
𝑞𝜃 (x) 𝑑x

= E𝑞

[
𝑓 (x) 𝑔(x)

𝑞𝜃 (x)

]
. (8)

Here, the factor 𝑔 (x)
𝑞𝜃 (x) is known as the importanceweight. It corrects

for the discrepancy between the target distribution 𝑔(x) and the
proposal distribution 𝑞𝜃 (x), allowing the expectation under 𝑔 to
be expressed as a weighted average over samples drawn from 𝑔

[42, 56].

3.3 Problem Formulation
In this work, consider a portfolio management model as 𝑓 , which
accepts a parameter vector x = {𝑥1, 𝑥2, . . . , 𝑥𝑚} and 𝑚 ∈ Z+ is
the number of model parameters. The primary objectives are to
maximize the model performance 𝑓 (x) while simultaneously mini-
mizing a risk proxy R(𝑓 (x)). Then, this problem can be expressed
as

max
x∈X

𝑓 (x),

min
x∈X

R(𝑓 (x)). (9)

where R(·) denotes a risk measure applied to the distribution of
model performance induced by x. The model evaluation cost is
subject to an implicit constraint on the number of model evaluations
𝜂 during optimization.

4 Methodology
4.1 Surrogate Model
To effectively optimize the portfolio management model 𝑓 under
limited evaluations, we employ probabilistic surrogate models that
approximate 𝑓 . These surrogates enable scalable evaluation and
guide the optimization of Eq. (9) through principled exploration-
exploitation trade-offs. We present three surrogate models (GP, TPE,
and BNN) compatible with acquisition functions (EI, PI, UCB) that
are available in our framework.

4.1.1 Gaussian Process (GP). GP [5, 20] is a non-parametric Bayesian
model that places a posterior distribution over functions. Given
observations D𝑛 = {(x𝑖 , 𝑓 (x𝑖 ))}𝑛𝑖=1, the GP models 𝑓 as,

𝑓 (x) ∼ N
(
𝜇 (x), , 𝑘 (x, x′)

)
, (10)

where, 𝜇 (x) is the mean function (often zero without prior knowl-
edge), and 𝑘 (x, x′) is a kernel function encoding input similarity
(x′ denotes previous inputs). The posterior uncertainty estimates
from the GP covariance structure naturally balance exploration
and exploitation when used with acquisition functions like EI, PI,
and UCB. While GPs excel at sample-efficient optimization in low-
dimensional spaces, their complexity O(𝑚3) scaling limits high-
dimensional practicality.

4.1.2 Tree-structured Parzen Estimator (TPE). TPE [43] is a sequen-
tial model-based optimization method that models two adaptive
densities, which are defined by,

𝛾 (x) = 𝑃
(
x|𝑓 (x) < 𝑓 ∗

)
, Ω(x) = 𝑃

(
x|𝑓 (x) ≥ 𝑓 ∗

)
, (11)

where 𝑓 ∗ is a threshold separating "promising" observations (typi-
cally the top quantile of evaluated 𝑓 (x)). TPE fits 𝛾 (x) and Ω(x) us-
ing kernel density estimation, avoiding explicit functional assump-
tions. Through iteratively refining these distributions and sampling
candidates from 𝛾 (x)

Ω (x) , TPE efficiently handles high-dimensional
3
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Figure 1: The overall framework for optimizing unknown portfolio management model 𝑓 . The optimization follows four steps:
1) pass a candidate parameter vector x to the model 𝑓 ; 2) formulate the objective J based on the maximization of performance
expectation and minimization of risk proxy measures; 3) optimizing the proposal distribution 𝑞𝜃 with J ; 4) Last, sample the
next candidate parameter vector x∗ by maximizing the acquisition function 𝛼 (x;D𝑛).

mixed search spaces, making it particularly suitable for portfolio
optimization problems.

4.1.3 Bayesian Neural Network (BNN). BNN [23, 29] treats network
weightsw as random variables with a learned posterior distribution,
thereby naturally capturing model uncertainty. According to the
Bayes’ theorem, the posterior distribution of the weights w given
the observed data D𝑛 is expressed as,

𝑃 (w|D𝑛) =
𝑃 (D𝑛 |w)𝑃 (w)

𝑃 (D𝑛)
, (12)

where 𝑃 (w) is the prior distribution (e.g., Gaussian), 𝑃 (D𝑛 |w) is
the likelihood of the data given the weights, and 𝑃 (D) is the mar-
ginal likelihood or evidence. Since the exact posterior 𝑃 (w|D𝑛)
is generally intractable, one can approximate it with variational
inference, optimizing a parameterized distribution 𝑞(w|𝜃 ) by maxi-
mizing evidence lower bound,

L(𝜃 ) = E𝑞 (w |𝜃 )
[
ln 𝑃 (D𝑛 |w)

]
− DKL

(
𝑞(w|𝜃 ) | |𝑃 (w)

)
. (13)

Here, the second term represents the Kullback–Leibler divergence
between the approximate posterior and the prior. Maximizing L(𝜃 )
yields the optimal variational parameters, effectively quantifying
the uncertainty of the surrogate model.

Once trained, BNN provides a predictive distribution for an input
x,

𝑃 (𝑓 (x) |x,D𝑛) =
∫

𝑃 (𝑓 (x) |x,w)𝑃 (w|D𝑛) 𝑑w. (14)

In practice, this integral is approximated using Monte Carlo sam-
pling. Specifically, by drawing 𝑇 samples {w𝑡 }𝑇𝑡=1 from the varia-
tional distribution 𝑞(w|𝜃 ), we can obtain,

𝑃 (𝑓 (x) |x,D𝑛) ≈
1
𝑇

𝑇∑︁
𝑡=1

𝑃 (𝑓 (x) |x,w𝑡 ) . (15)

Typically, the likelihood 𝑃 (𝑓 (x) |x,w𝑡 ) is assumed to be Gaussian,

𝑃 (𝑓 (x) |x,w𝑡 ) = N
(
𝑓 (x) |𝐹w𝑡

(x), 𝜎20
)
, (16)

where 𝐹w𝑡
(x) is the network output for the weight sample and

𝜎20 denotes variance of intrinsic noise from 𝑓 . Consequently, the
predictive distribution becomes a mixture of Gaussians,

𝑃 (𝑓 (x) |x,D𝑛) ≈ 1
𝑇

𝑇∑︁
𝑡=1

N
(
𝑓 (x) |𝐹w𝑡

(x), 𝜎20
)
. (17)

From this mixture, the predictive mean and variance can be com-
puted as,

𝜇 (x) = 1
𝑇

𝑇∑︁
𝑡=1

𝐹w𝑡 (x), (18)

𝜎2 (x) = 𝜎20 +
1
𝑇

𝑇∑︁
𝑡=1

(
𝐹w𝑡

(x) − 𝜇 (x)
)2
, (19)

where w𝑡 ∼ 𝑞(w|𝜃 ). In practice, we can have 𝑃 (𝑓 (x) |x,w𝑡 ) =

N(𝑓 (x) |𝐹w (x), 𝜎20 ), such that 𝜇𝑡 = 𝐹w𝑡
(x). Therefore, Eq. (17) can

be re-written as,

𝑃 (𝑓 (x) |x,Dn) ≈
1
𝑇

𝑇∑︁
𝑡=1

N(𝑓 (x) |𝜇𝑡 , 𝜎20 ). (20)

Then, the predictive mean and variance are given by,

𝜇 (x) = 1
𝑇

𝑇∑︁
𝑡=1

𝜇𝑡 , 𝜎
2 (x) = 𝜎20 +

1
𝑇

𝑇∑︁
𝑡=1

(𝜇𝑡 − 𝜇 (x))2 . (21)

This captures aleatoric (𝜎20 ) and epistemic (variance across 𝐹w𝑡
)

uncertainty, crucial for guiding robust optimization.

4.2 Acquisition Function
Acquisition functions strategically guide parameter search by lever-
aging the surrogate model’s predictions to balance exploration
(sampling uncertain regions) and exploitation (focusing on known
promising areas). This balance is critical for optimizing portfolio
management models with expensive evaluations, where optimal
sampling directly impacts convergence speed and solution quality.

4
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4.2.1 Expected Improvement (EI). EI [3, 51] selects the next eval-
uation point by maximizing the expected improvement over the
current best observation 𝑓 +. For a candidate x the improvement is
defined as,

I(x) = max (𝑓 (x) − 𝑓 +, 0) . (22)
When the surrogate model is a GP with predictions modeled as
a Gaussian distribution N(𝜇 (x), 𝜎2 (x)), the EI has a closed-form
solution,

𝛼 (x) = E[I(x)] =
{
(𝜇 − 𝑓 + − 𝜁 )Φ(𝑍 ) + 𝜎𝜙 (𝑍 ), 𝜎 > 0
0, otherwise

(23)

Here, Φ(𝑍 ) denotes the cumulative distribution of Gaussian distri-
bution, 𝜙 (𝑍 ) denotes the probability function of Gaussian distribu-
tion, 𝑍 =

𝜇 (x)−𝑓 +−𝜁
𝜎 (x) , 𝜁 > 0 is a hyper-parameter that encourages

exploration by effectively lowering the threshold for improvement.
For surrogates based on TPE, EI is defined through density ratio
maximization,

𝛼 (x) = max
𝛾 (x)
Ω(x) , (24)

where, 𝛾 and Ω represent promising/non-promising observation
densities. This non-parametric approach adapts well in high dimen-
sional spaces.

4.2.2 Upper Confidence Bound (UCB). UCB [21, 55] balances ex-
ploitation and exploration by combining the predicted mean and
uncertainty. The UCB is defined as

𝛼 (x) = 𝜇 (x) + 𝑘𝑡𝜎 (x). (25)

Here, 𝑘𝑡 controls exploration intensity. Common schedules include
𝑘𝑡 =

√
𝑣 ln 𝑡 for theoretical guarantees (with 𝑣 ∈ [0.2, 2] or constant

values for empirical tuning. Unlike the improvement-focusedmetric
of EI-based methods, UCB can directly penalize uncertainty over
the optimization process by gradually changing the optimization
step 𝑡 .

4.2.3 Probability of Improvement (PI). PI [51, 57] measures the
likelihood of a candidate x exceeding the current best 𝑓 +. It is
defined as

𝛼 (x) = 𝑃 (𝑓 (x) > 𝑓 + + 𝜁 ) = Φ( 𝜇 (x) − 𝑓 + − 𝜁

𝜎 (x) ). (26)

While computationally light, PI solely concentrates on improve-
ment probability rather than magnitude, which is prone to over-
exploitation in low-uncertainty regions, premature convergence
without proper 𝜁 tuning, and noise in 𝑓 + estimation. In practice,
PI requires careful annealing of 𝜁 to maintain exploration, making
it less robust than approaches based on EI or UCB for complex
portfolio landscapes.

4.3 Adaptive Weighted Lagrangian Estimator
The portfolio optimization problem in Eq. (9) presents a dual chal-
lenge, maximizing the performance of the portfolio management
model while minimizing the associated risks. Directly optimiz-
ing these two objectives typically requires multi-stage procedures,
which are undesirable and impractical for real-time financial decision-
making due to their computational complexity and lack of unified
optimization criteria. Moreover, Bayesian optimization frameworks
are most efficient when applied to a single objective. To reconcile

these issues, we present an adaptive Lagrangian estimator that
balances these competing objectives.

Accordingly, we reformulate Eq. (9) into a constrained optimiza-
tion problem via Lagrangian multiplier [17],

maxJ (x, 𝜆) = max
[
𝑓 (x) − 𝜆

(
R(𝑓 (x)) − 𝑐

)]
, (27)

where 𝜆 is an adaptive regularization parameter and 𝑐 is a risk
tolerance. This formulation explicitly enforces the risk constraint
R(𝑓 (x)) ≤ 𝑐 while maximizing expected performance. In this sense,
𝜆 enables dynamic response to market regime changes, increasing
during volatile periods to prioritize risk reduction, and decreasing
in stable markets to enhance returns.

Furthermore, recognizing the divergence between target distri-
bution 𝑔(x) and proposal distribution 𝑞𝜃 (x) (the predictive dis-
tribution), we incorporate importance sampling for considering
distributional shifts,

maxJ (x, 𝜆) = max
[
E𝑞𝜃 (𝑓 (x)) − 𝜆𝜎2𝑞𝜃

(
𝑓 (x) 𝑔(x)

𝑞𝜃 (x)

)]
, (28)

where the expectation is takenwith respect to the target distribution
𝑔, and the second variance term is computed under the proposal
distribution 𝑞. In this sense, Eq. (29) enables a principled trade-off
between achieving high performance and controlling risk under
distributional shifts. In implementation, the importance weight
𝑔 (x)
𝑞 (x) can vary considerably due to market fluctuations or updates
in the portfolio management model. To mitigate this, we apply a
clipping mechanism on the importance weight to restrict the weight
within a specified range,

max
[
E𝑞𝜃 (𝑓 (x)) − 𝜆𝜎2𝑞𝜃

(
𝑓 (x) · clip

(
𝑔(x)
𝑞𝜃 (x)

, 1 − 𝜖, 1 + 𝜖

))]
. (29)

Here, 𝜖 controls bias-variance trade-off (normally 𝜖 ∈ [0.1, 0.35]),
where small 𝜖 reduces variance but increases approximation bias
and large 𝜖 preserves unbiasedness at risk of weight explosion.
Furthermore, 𝜆 at optimization step 𝑡 is given by the following
schedule,

𝜆𝑡 =
1 − cos (min( 𝑡

500𝜋, 𝜋))
2

. (30)

5 Empirical Analysis
5.1 Dataset Information
In this work, the proposed framework is evaluated with three black-
box portfolio management models (denoted as M1, M2, and M3)
and five backtest settings (S1, S2, S3, S4, and S5) composing fifteen
scenarios. The black-box models and backtest systems are unavail-
able to the public due to commercial and safety issues. The code of
the proposed optimization framework is available at HYPERREF
HERE.

5.2 Experimental Setting
In this work, the observation budget 𝜂 = 500. If the surrogate model
is BNN, then the sample for generating predictive distribution 𝑇 =

1600. The number of layers ranges [2, 3], the activation function
is set as PReLU, the optimizer is set to AdamW, the number of
training epochs is set to 1800, the learning rate is set to 10−3, the
intrinsic noise 𝜎20 = 0.1, and the prior distribution 𝑃 (w) ∼ N (0, 1).
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Table 1: Optimization results of the proposed adaptive Lagrangian estimator with different surrogate-acquisition configurations
(𝜂 = 500). Here, M1 - M3 denote three black-box portfolio management models and S1 - S5 denote five backtest settings.
The maximum model performance of the optimization is denoted as 𝑓max, and the model performance’s variance of the
optimization 𝜎2𝑞𝜃 (𝑓 (x)) represents the stability of the optimization during optimization. Best 𝑓max is in bold and best 𝜎2𝑞𝜃 (𝑓 ) is
double underlined.

Method M1-S1 M1-S2 M1-S3 M1-S4 M1-S5
𝑓max (x) 𝜎2𝑞𝜃 (𝑓 (x)) 𝑓max (x) 𝜎2𝑞𝜃 (𝑓 (x)) 𝑓max (x) 𝜎2𝑞𝜃 (𝑓 (x)) 𝑓max (x) 𝜎2𝑞𝜃 (𝑓 (x)) 𝑓max (x) 𝜎2𝑞𝜃 (𝑓 (x))

GP-EI 2.998 1.278 1.904 0.407 1.028 0.180 0.719 0.078 0.504 0.037
TPE-EI 3.091 0.613 1.678 0.111 1.035 0.073 0.754 0.049 0.532 0.017
BNN-EI 2.999 1.917 2.001 1.106 0.989 0.453 0.689 0.217 0.590 0.175

GP-UCB 2.752 1.382 1.656 0.497 0.965 0.191 0.545 0.102 0.470 0.072
BNN-UCB 2.646 1.955 1.872 1.119 0.998 0.697 0.568 0.222 0.569 0.201

GP-PI 2.866 0.690 1.665 0.223 1.001 0.116 0.699 0.059 0.500 0.026
BNN-PI 2.665 1.341 1.547 0.533 0.981 0.209 0.711 0.110 0.483 0.096

Method M2-S1 M2-S2 M2-S3 M2-S4 M2-S5
𝑓max (x) 𝜎2𝑞𝜃 (𝑓 (x)) 𝑓max (x) 𝜎2𝑞𝜃 (𝑓 (x)) 𝑓max (x) 𝜎2𝑞𝜃 (𝑓 (x)) 𝑓max (x) 𝜎2𝑞𝜃 (𝑓 (x)) 𝑓max (x) 𝜎2𝑞𝜃 (𝑓 (x))

GP-EI 2.976 0.900 1.672 0.277 1.222 0.171 0.860 0.085 0.604 0.038
TPE-EI 3.405 0.492 2.006 0.170 1.049 0.111 0.787 0.049 0.593 0.021
BNN-EI 3.145 1.667 1.849 1.070 1.093 0.468 0.776 0.221 0.671 0.178

GP-UCB 2.730 1.004 1.424 0.367 1.159 0.182 0.686 0.109 0.570 0.073
BNN-UCB 2.792 1.705 1.920 1.083 1.102 0.712 0.655 0.226 0.650 0.204

GP-PI 2.844 0.512 1.433 0.193 1.195 0.107 0.840 0.066 0.600 0.027
BNN-PI 2.811 1.091 1.595 0.497 1.085 0.224 0.798 0.114 0.564 0.099

Method M3-S1 M3-S2 M3-S3 M3-S4 M3-S5
𝑓max (x) 𝜎2𝑞𝜃 (𝑓 (x)) 𝑓max (x) 𝜎2𝑞𝜃 (𝑓 (x)) 𝑓max (x) 𝜎2𝑞𝜃 (𝑓 (x)) 𝑓max (x) 𝜎2𝑞𝜃 (𝑓 (x)) 𝑓max (x) 𝜎2𝑞𝜃 (𝑓 (x))

GP-EI 3.480 1.327 1.596 0.220 1.040 0.176 0.783 0.052 0.635 0.041
TPE-EI 3.288 0.309 1.673 0.084 1.047 0.071 0.821 0.033 0.670 0.019
BNN-EI 3.479 1.991 1.660 0.597 1.001 0.443 0.751 0.145 0.543 0.194

GP-UCB 3.192 1.435 1.386 0.268 0.977 0.187 0.594 0.068 0.592 0.080
BNN-UCB 3.070 2.031 1.565 0.604 1.010 0.682 0.619 0.148 0.517 0.223

GP-PI 3.323 0.717 1.394 0.120 1.013 0.113 0.761 0.039 0.630 0.029
BNN-PI 3.095 1.393 1.295 0.288 0.993 0.204 0.775 0.073 0.508 0.106

For discrete values in x = {𝑥1, 𝑥2, . . . , 𝑥𝑚}, the predicted candidate
is rounded to integers.

6 Performance Evaluation
From Table. 1, we can observe that the TPE-EI generally outper-
forms other methods across three black-box portfolio management
models on five backtest settings. Concretely, TPE with EI achieves
the smallest 𝜎2𝑞𝜃 (𝑓 (x)) over all optimization scenarios, though it
does not maintain the highest 𝑓max (x). Conversely, GP with EI pos-
sesses larger 𝑓max (x) than GP with either UCB or PI. Meanwhile,
GP-PI performs more mildly during optimization compared to GP-
UCB and GP-EI. Besides the above two non-parametric surrogate
models, BNN-based methods have the largest 𝜎2𝑞𝜃 (𝑓 (x)) over all

optimization scenarios, while occasionally exceeding other meth-
ods in terms of 𝑓max (x). For instance, BNN-EI outperforms other
models in M1-S2, M1-S5, M2-S5, and M3-S2. Recall that BNN ap-
proximates the unknown portfolio management model by training
a neural network with observations from the model. Therefore, this
can lead to a severe overfitting issue when the observations are lim-
ited, which further results in high 𝜎2𝑞𝜃 (𝑓 (x)) during optimization.
Additionally, when paired with PI, BNN performs more stable than
with EI and UCB though in some scenarios BNN-PI underperforms
BNN-EI and BNN-UCB regarding 𝑓max (x).

These results indicate that when guided by the proposed adaptive
weighted Lagrangian estimator, the exploration and exploitation
during optimization are appropriately balanced. Except for these
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(a) Optimization trajectories of TPE-EI with proposed estimator J(x, 𝜆) , where 𝑓max (x) = 3.288 and 𝜎2
𝑞𝜃

(𝑓 (x) ) = 0.309. The optimized model
performance 𝑓 (x) gradually increases as optimization step 𝑡 grows, with the smoothest optimization regions achieving around 𝑡 = 200. Although
the objective scores follow similar patterns as 𝑓 (x) before 𝑡 = 300, the objective scores tend to be more distributive as 𝑡 keeps increasing.
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(b) Optimization trajectories of TPE-EI with conventional estimator 𝑓 (x) , where 𝑓max (x) = 2.980 and 𝜎2
𝑞𝜃

(𝑓 (x) ) = 1.367. Unlike the above
trajectories guided by J(x, 𝜆) , directly optimizing 𝑓 (x) results in more volatile and spread trajectories. Furthermore, the points around 𝑓 (x) = 0
are more than that guided by J(x, 𝜆) .

Figure 2: Optimization trajectories of TPE-EI, with x-axis showing 500 optimization steps. Blue dots represent portfolio model
performance 𝑓 (x); green dots represent the corresponding objective score for each optimization step.

observations, we can draw one conclusion on the portfolio manage-
ment models and backtest settings. Generally, the maximum model
performance and instability are reduced in descending order of M3,
M2, M1, and S1, S2, S3, S4, S5.

7 Ablation Study
In this section, we compare the conventional objective of Bayesian
optimization (𝑓 (x)) and the proposed objective (J (x, 𝜆)) with TPE-
EI on M3-S1.

On the one hand, from Fig. 2, we can observe that under 500
observations, TPE-EI with the proposed estimator consistently
outperforms TPE-EI with the conventional estimator in terms of
𝑓max (x) and 𝜎2𝑞𝜃 (𝑓 (x)). Furthermore, the trajectories of TPE-EI
with J (x, 𝜆) exhibit a more straightforward pattern, of which 𝑓 (x)
is progressively increasing and forming relatively tight regions.
Notably, the objective scores diverge after a middle stage of op-
timization (around 𝑡 = 300), this suggests that the regularization
intensity begins to significantly affect the proposal distribution 𝑞𝜃
to prioritize reducing the variance term in the objective. Conse-
quently, this reiterates the importance of the adaptive scheduling of

𝜆 in the objective, effectively balancing portfolio management mod-
els’ performance optimization and risk control. On the other hand,
when guided by traditional objective, directly maximizing 𝑓 (x), the
trajectories demonstrate a different pattern. The performance of
the portfolio management model varies considerably during opti-
mization, where points of 𝑓 (x) = 0 frequently occur (blue spikes
and green spikes over the horizontal axis). Therefore, solely con-
centrating on the performance of portfolio management models for
model optimization is neither feasible nor desirable.

Besides optimization performance, we provide comparisons be-
tween adopting J (x, 𝜆) as the objective and 𝑓 (x) as the objective
in Tab. 2 and Tab. 3. From the results, the average time taken per
optimization step with the proposed estimator is slightly higher
than that with the conventional estimator. Concretely, the largest
difference is 1.48 seconds, observed in GP-UCB for M3-S1, and the
smallest difference is 0.50 seconds, occurring in BNN-PI for M3-S5.
Moreover, BNN methods are consistently slower than other meth-
ods by about 19.89 seconds on average across all scenarios (M3-S1
to M3-S5).
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Table 2: Average time (in seconds) taken for each optimiza-
tion step using J (x, 𝜆) as objective including portfolio man-
agement model response time.

Method M3-S1 M3-S2 M3-S3 M3-S4 M3-S5

GP-EI 46.47 47.88 50.02 61.23 74.45
TPE-EI 46.22 48.13 49.77 60.76 72.81
BNN-EI 65.01 70.13 69.69 79.16 92.72

GP-UCB 46.47 47.88 50.02 61.23 74.45
BNN-UCB 64.53 72.35 70.11 78.54 94.61

GP-PI 47.10 47.08 49.62 62.04 73.74
BNN-PI 65.47 73.20 70.91 79.08 93.75

Table 3: Average time (in seconds) taken for each optimiza-
tion step using 𝑓 (x) as objective including portfolio manage-
ment model response time.

Method M3-S1 M3-S2 M3-S3 M3-S4 M3-S5

GP-EI 45.12 46.49 48.71 60.62 73.70
TPE-EI 45.42 47.61 49.02 59.35 72.22
BNN-EI 64.19 69.55 68.5 77.81 91.64

GP-UCB 44.99 46.33 48.93 60.41 73.49
BNN-UCB 63.57 70.90 69.17 77.16 93.85

GP-PI 46.48 45.66 48.69 60.72 72.82
BNN-PI 64.25 71.99 69.62 77.96 93.25

8 Discussion
According to previous experimental results, we can draw three
conclusions. In general, the proposed adaptive Lagrangian estima-
tor consistently outperforms the conventional preference (solely
maximizing model performance) for optimizing black-box portfolio
management models.

First, risk control has always been a critical issue in many mod-
ern financial applications, which sometimes is even more crucial
than maintaining high performance. Especially, when evaluation
budgets are limited or portfolio management models are operating
in dynamic environments (e.g., real-world markets and changing
backtest settings). Second, principled trade-offs between multiple
requirements are essential in optimizing portfolio management
models. Concretely, as the optimization continues the customers
in the industry often prefer models with more stable performance
with acceptable performance. Therefore, adaptive scheduling in the
optimization framework from explorative sampling to exploitive
sampling is an appropriate approach. Last, we can observe that
BNNs as surrogate models are not ideal in optimizing black-box
portfolio management models with limited observations. This arises
from the inherent nature of neural networks, which requires suffi-
cient effective samples to learn and approximate latent distributions
[45, 54].

In addition, BNNs take almost 20 seconds more than other sur-
rogate models and possess the most volatile optimization trajec-
tories, though they have larger maximum model performance in
some scenarios. Conversely, TPEs and GPs are more practical in
this case, which effectively balances exploration and exploitation
given constrained observation budgets. Considering the scalability
of parameters, compatibility of discrete or categorial parameters,
and performance-risk trade-off, TPEs are more balanced choices as
surrogate models for portfolio management model optimization.

9 Conclusions
In this work, we present a novel objective for optimizing black-box
portfolio management models with Bayesian optimization, namely
the adaptive weighted Lagrangian estimator. Compared to most
application scenarios where maximized model performance is the
only objective, risk-sensitive and time-sensitive financial applica-
tions require optimizing model performance while controlling the
volatility of model performance.

From the experimental results, we make three conclusions. First,
the proposed adaptive weighted Lagrangian estimator-guided op-
timization maintains similar maximum model performance to the
performance-first objective and achieves lower variance in observa-
tions of model performance. Second, among the Bayesian optimiza-
tion methods on three black-box portfolio management models
over five backtest settings, TPE with EI generally outperforms
other popular methods, such as maximum model performance and
variance of model observations. Last, TPE with EI surpasses other
surrogate-acquisition pairs on optimization efficiency, realizing
faster optimization given the same observation budget.

Although achieving these promising results, this work has two
limitations. First, the weight clipping relies on tuning the hyper-
parameter 𝜖 , which can result in drastic weights or severe bias if
not carefully balanced. Second, the magnitude of the regularization
term 𝜆𝑡 requires appropriate tuning when the two terms in the pro-
posed estimator do not have similar scales. In addition, TPE-based
Bayesian optimization utilizes two density kernels to model the
target distribution implicitly, future work will consider integrating
uncertainty estimates into the density models.
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