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Abstract—This paper introduces a maritime ship navigation
behavior dataset, referred to as MID, which is annotated using
Oriented Bounding Boxes (OBB) to address the challenges of ship
target detection in complex real-world maritime environments.
MID currently contains 5,673 images with a total of 135,884 finely
annotated target instances, providing a robust foundation for
both supervised and semi-supervised learning tasks. The dataset
encompasses a variety of maritime scenarios, including ship
encounters in diverse weather conditions, docking maneuvers,
small target aggregation, and partial occlusions. These scenarios
contribute to filling the gap in existing datasets (e.g., HRSID,
SSDD, NWPU-10) by addressing the lack of data on complex
situations such as occlusion and dense interactions, which are
particularly relevant in the context of advanced technologies such
as autonomous ships. All images in MID are sourced from high-
definition video clips of real-world maritime navigation across 43
distinct navigable water areas. The dataset is further enriched
through the inclusion of multiple weather and lighting conditions
(e.g., rainy, cloudy, foggy days) and manually supplemented
annotations, enhancing its diversity and ensuring that models
trained on MID are better equipped to handle varying natural
environments. This diversity also ensures its applicability to
the real-world demands of busy ports and dense maritime
regions. Using MID, we conducted a comprehensive evaluation
of 10 detection algorithms, presenting a detailed analysis and
comparison of their performance. This study includes: 1) an in-
depth analysis of the dataset, 2) a showcase of detection results
from various models, and 3) a comparison of baseline algorithms,
with particular focus on their ability to detect dense occlusions.
The results suggest that MID holds significant potential for
advancing research in intelligent maritime traffic monitoring
systems and autonomous vessel navigation, with important im-
plications for future applications in maritime environment and
safety situational awareness. Our dataset will be released at
https://github.com/VirtualNew/MID DataSet.

Index Terms—Optical Ship Dataset, Dense Occlusion, Small
Object Detection, Convolutional Neural Networks.

I. INTRODUCTION

IN the context of the global development of smart ships
and maritime port traffic management, the accuracy of
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target detection, tracking, and trajectory prediction for ships
in complex scenarios is crucial for ensuring port safety,
enhancing logistics efficiency, and reducing maritime accidents
[1]. With the rapid growth of the global shipping industry,
ports have increasingly become hubs of international trade [2].
Therefore, ensuring the safe navigation and efficient operation
of ships entering and leaving ports in complex environments is
especially important. Modern ports are typically equipped with
numerous surveillance cameras to monitor the entry, exit, and
activities of ships in real time [3]. However, the complexity
of port environments characterized by a high number of ships,
overlapping navigation paths, and diverse ship sizes and types
poses significant challenges for ship detection and tracking
[4]. In densely populated areas, smaller ships are particularly
prone to being obscured or confused with other ships, further
complicating detection and tracking tasks [5]. Addressing
these issues is not only vital for the operational efficiency of
ports but also plays a key role in reducing the incidence of
maritime accidents.

At the same time, with the advancement of autonomous
ship technology, intelligent navigation has become a research
hotspot. The intelligent navigation of autonomous ships re-
lies on three core technologies: environmental and safety
situational awareness, route planning and collision avoidance
decision-making, and ship motion control. Among these, envi-
ronmental and safety situational awareness [6] is a prerequisite
for autonomous navigation, particularly the reliable identifi-
cation of the relative motion of external ship targets, which
directly impacts navigational safety. In the early stages of
autonomous ship development, navigational safety should be
regarded as the primary objective of perception systems [7].
However, the complexity of navigation environments and be-
haviors makes this task more challenging. When constructing
datasets for ship target detection, it is essential to consider mul-
tiple influencing factors in complex navigation scenarios. First,
the diversity of all-weather external environments, including
different weather conditions (such as sunny, cloudy, rainy, and
foggy days) and lighting conditions (daytime and nighttime),
as well as background noise from sea spray and cloud shadows
[8]. Second, the complex navigational behaviors between
ships, such as crossing, overtaking, and meeting behaviors that
occur in open waters and busy navigation areas, which may
lead to occlusion and pixel overlap in images [9]. Finally, the
variations in shape, size, and tonnage of different ships also
affect the detection model, as differences in ship size result in
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significant variations in the pixel distribution of targets within
images [10]. Therefore, effective perception and processing
of these complex factors are crucial for achieving safe and
efficient navigation in autonomous ship systems.

Whether in traditional port surveillance or in the intelligent
navigation of autonomous ships, the core challenges of ship
detection, tracking, and identification are similar. Both require
accurate recognition of dense and occluded targets in com-
plex environments. This necessitates not only advanced target
detection technologies but also the development of robust
datasets that can comprehensively cover the diverse navigation
environments and ship behaviors.

Despite the widespread use of automatic identification sys-
tems (AIS) and radar for ship monitoring, they have significant
limitations [11]. AIS relies on ships actively transmitting sig-
nals, which means it cannot monitor ships that have not turned
on their AIS or whose signals are disrupted [12]. Although
radar is effective in low visibility conditions, it struggles with
target overlap and interference in dense environments, making
it challenging to accurately distinguish complex interactions
between ships [13]. Additionally, radar has lower resolution
and provides less detailed and intuitive information about ship
targets, limiting its effectiveness for detecting smaller ships
[14]. In contrast, optical images, with their high resolution,
low cost, and rich visual information, have emerged as an
ideal data source for ship target detection, particularly for real-
time monitoring at medium to short distances [15]. Compared
to infrared thermal cameras, low-light night vision devices,
and millimeter-wave radar, optical images offer more precise
target detection in congested navigation areas and are relatively
less affected by environmental and weather conditions [16].
They can clearly capture the shape and position of ships,
excelling in complex and dense scenarios. When combined
with deep learning techniques, optical data can effectively
address detection challenges posed by targets of various sizes,
occlusion, and intricate interaction scenarios, providing robust
support for the environmental perception of autonomous ships.

Moreover, existing maritime datasets often overlook the
impact of marine weather conditions, such as rain, fog,
overcast skies, and sunny days, as well as issues like image
blurriness caused by weather [17]. These conditions impose
higher demands on ship detection and tracking, increasing
the challenges posed by low visibility, varying lighting, and
noise interference. Therefore, for small target detection and
tracking in scenarios characterized by diverse sizes, dense
occlusion, complex interactions, and varying marine weather
conditions, optical data offers significant advantages and holds
considerable research and application value.

Currently, visual tasks in dense maritime scenarios—such
as overtaking, crossing, and meeting—are increasingly be-
coming an important research direction within the field of
computer vision. Several existing datasets, such as HRSID
(High-Resolution Ship Detection Dataset) [18], SSDD (SAR
Ship Detection Dataset) [19], and NWPU-10 [20], [21], have
provided foundational support for tasks related to ship detec-
tion, tracking, and prediction, advancing the technology for
maritime traffic management and intelligent systems. However,
despite the significant role these datasets play in enhancing

the accuracy and applicability of computer vision tasks, spe-
cialized visual task datasets addressing the complexities of
occlusion and dense interactions in maritime environments
remain scarce. This is particularly critical in maritime appli-
cations involving advanced technologies like unmanned ships,
where high-quality datasets specifically targeting complex ship
interaction behaviors and dense environments are essential for
achieving precise navigation and decision-making. Unfortu-
nately, current datasets often overlook the unique demands
of such complex scenarios. Therefore, filling this data gap
will provide crucial support for unmanned ship technology
and other maritime automation systems, further promoting the
development of intelligent maritime traffic management.

Based on the aforementioned issues and the advantages
of optical images, this paper presents the MID, constructed
from visible light video images and demonstrating significant
benefits. The dataset was meticulously annotated and pro-
cessed over three months by four professionals in the port
sector, ensuring high accuracy and detail. This high-quality
annotation provides a reliable foundation for supervised learn-
ing, significantly enhancing model performance. Moreover, the
detailed labeling system offers substantial potential for semi-
supervised learning tasks, effectively guiding models to learn
from a limited amount of labeled data and increasing the
utilization of unlabeled data. Consequently, the MID is not
only suitable for supervised learning tasks but also serves as
an ideal experimental platform for semi-supervised learning
research. It provides crucial data support for fields such as
small target occlusion detection and ship tracking in maritime
traffic management.

The significance of this research lies in the construction of
the MID, which fills the gap in existing datasets regarding
multi-scene dense occlusion targets, particularly providing
crucial support for small target detection. This dataset en-
compasses dense ship scenarios and complex interaction be-
haviors—such as overtaking, crossing, and meeting—ensuring
the precise recognition of small ships by detection algo-
rithms in challenging environments, thereby offering robust
technical assurance for the safe management of ports and
maritime traffic. Additionally, the MID serves as an ideal
testing platform for multi-object tracking tasks, with detailed
annotations for scenes with severe occlusion or complex ship
behaviors, significantly reducing the issue of target loss during
tracking. Furthermore, the dataset provides essential support
for the development of trajectory prediction models, covering
a variety of ship interaction scenarios and possessing immense
application value, especially in preventing ship collisions
and managing complex behaviors. The construction of the
MID offers critical support for optimizing detection, tracking,
and trajectory prediction technologies, aiding in improving
the performance of these visual techniques in complex port
environments. By encompassing intricate ship interactions and
dense occlusion scenarios, this dataset becomes an important
resource for the study of unmanned ship technology, support-
ing the development and validation of autonomous navigation,
obstacle avoidance, and trajectory prediction algorithms in
complex marine environments, thus providing a vital data
foundation for the practical application of unmanned maritime
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traffic systems.

II. RELATED WORK

A. Ship Detection Dataset

Remote sensing optical datasets are typically obtained
from satellite or aerial platforms, offering extensive coverage
that can capture ship activities across large-scale areas such
as oceans and ports. These datasets excel in monitoring
widespread maritime traffic and capturing the distribution of
ships along international shipping routes. The HRSID [18]
focuses on ship detection tasks within complex backgrounds,
providing precise ship target annotations that advance re-
search in high-resolution ship detection within the remote
sensing field. The SSDD [19] is specifically designed for
ship detection in synthetic aperture radar (SAR) imagery, with
high-resolution images making it suitable for target detection
and small target processing tasks. SSDD++ is an extended
version of SSDD, demonstrating outstanding performance in
detecting small targets within large-scale scenes and complex
backgrounds. The HRSC2016 (High-Resolution Ship Collec-
tion Dataset 2016) [22] offers detailed ship categories and
accurate polygon annotations, making it suitable for tasks
such as ship classification. It is a classic dataset in the field
of remote sensing ship detection. ShipRSImageNet [23] is a
large-scale remote sensing image dataset that includes tens
of thousands of images, specifically aimed at ship detection
and classification tasks, achieving widespread success in multi-
class ship detection in complex backgrounds.

However, due to the relatively low spatial resolution of
satellite imagery, especially at greater observation distances,
detailed information about ship targets can be easily lost,
leading to decreased detection accuracy. Additionally, remote
sensing images are often affected by weather conditions such
as cloud cover and haze, which can impact image quality
and subsequently affect the extraction and recognition of ship
targets. Furthermore, the infrequent capture of remote sensing
images limits the ability to achieve real-time monitoring of
ships at sea, restricting their application in dynamic scenarios.

B. Optical Ship Detection Dataset

Optical shore-based datasets are obtained from optical
sensors fixed onshore, capturing high-definition images of
ships in nearshore areas [24], [25]. These datasets offer high
spatial resolution, allowing for clear differentiation of detailed
information such as ship shape, size, and heading. Particularly
in densely populated areas with dynamic ship interactions,
such as ports and shipping lanes, optical shore-based datasets
can more accurately capture scenes involving multiple ships,
providing rich information for subsequent visual tasks like ship
classification and detection, tracking, and trajectory prediction.
Additionally, because the data collection device is relatively
fixed, continuous monitoring and high temporal resolution can
be achieved, making it suitable for real-time monitoring needs.

SeaShip [25] is a typical optical shore-based ship detection
dataset that includes images of various types of ships, primar-
ily captured along coastlines and in port areas. This dataset
provides multi-angle views of ships in complex backgrounds,

making it especially suitable for target detection and tracking
tasks in densely populated ship environments, thus offering
important data support for the development and testing of
related algorithms. However, there is a relative scarcity of
datasets focusing on multi-scenario ship interaction behaviors
and complex weather conditions specifically for optical shore-
based ship detection in the current research field.

C. Object Detection Algorithms

Object detection algorithms have evolved from traditional
methods to modern deep learning-driven approaches. Early
target detection relied on handcrafted features, such as His-
togram of Oriented Gradients (HOG) combined with SVM
classifiers and methods like Deformable Parts Model (DPM)
[26]. These algorithms extracted geometric features or decom-
posed target structures, achieving good detection performance
under specific conditions. However, their generalization ability
was limited in complex backgrounds or across different scales,
and they often had high computational costs.

With the rapid advancement of deep learning, convolutional
neural network based (CNN) object detection algorithms have
become mainstream. The R-CNN series of methods (including
R-CNN [27], Fast R-CNN [28], and Faster R-CNN [29])
introduced the Region Proposal Network (RPN), significantly
improving both the accuracy and speed of object detection.
R-CNN generates candidate regions first and then classifies
and regresses them using a CNN to achieve object detection.
Single-stage methods like You Only Look Once (YOLO) [30]
and Single Shot Multibox Detector (SSD) [31] further enhance
real-time performance. YOLO treats object detection as a sin-
gle regression problem, enabling end-to-end detection, while
SSD combines multi-scale feature maps to improve detection
of objects at different sizes. RetinaNet [32] introduced Focal
Loss to address the class imbalance problem, and DEtection
TRansformer (DETR) [33] was the first to apply the Trans-
former architecture to object detection tasks, eliminating tradi-
tional region proposal and non-maximum suppression (NMS)
steps. DETR uses a global attention mechanism to directly
predict the classes and positions of objects. To address the
slow training issue of DETR, Deformable DETR introduced
a deformable convolutional network to accelerate convergence
and improve detection efficiency. EfficientDet [34] achieved
a balance between high performance and low computational
overhead through efficient network architecture design. These
modern algorithms are widely applied in scenarios such as
autonomous driving, video surveillance, and drone detection,
continuously driving the development of object detection tech-
nology.

Based on the aforementioned related work, these advanced
object detection algorithms have made significant progress in
optimizing performance. However, high-quality training data
is also a key factor in enhancing detection effectiveness. When
constructing datasets, it is crucial not only to ensure data qual-
ity and detailed annotations but also to encompass complex
weather conditions and diverse ship interaction scenarios that
are essential for specific perception tasks. This is particularly
important in the context of environmental perception for
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Fig. 1: Video capture device.

autonomous unmanned ships and maritime regulatory systems,
where data from these complex scenes can effectively enhance
the robustness and generalization ability of algorithms in real-
world applications.

The core of our work is to establish a large dataset similar
to existing visual tasks, but unlike current datasets, our target
domain focuses on the perception of maritime ship navigation
behavior, particularly emphasizing complex scenarios of ship
interactions. This new dataset will provide more comprehen-
sive support for research and applications in related fields,
advancing the development of unmanned ship technology and
maritime regulatory systems.

III. DATA COLLECTION

We constructed the MID based on images captured by
video monitoring systems deployed in real environments.
Fig. 1 shows the video capture device used, with specific
parameters listed in Table I. Three types of high-definition
cameras were installed near open water areas of the port
and in densely navigated narrow channels, covering a total
area of 41 square kilometers. These cameras provide high-
quality monitoring videos (1920×1080 pixels) from which the
images for our proposed dataset are extracted. Specifically,
one high-definition electro-optical device was installed on a
platform at a height of 100 meters above the open water
area, capturing images of ships entering and leaving the port,
including a visible light zoom camera and a controllable
rotating gimbal. In the densely navigated narrow channel area,
one variable focal length camera and one panoramic fisheye
camera were installed on a building at a height of 118 meters
to capture images of ships engaged in crossing, overtaking,
and encountering maneuvers.

Considering the relatively stable ship traffic in the open
waters of the port and the densely navigated narrow channel
areas throughout the year, we randomly selected March for
continuous observation and data collection from both areas.
We chose 4 days between March 1st and 15th, covering 16
scene video segments (with a total observation time of nearly
14 hours), and 6 days between March 16th and 27th, covering
27 scene video segments (with an observation time of nearly
17.5 hours). The selected scenes began as early as 07:49
Beijing time and ended as late as 18:08, effectively covering all
time periods from morning to evening. In total, we obtained 43
video segments featuring a rich variety of real-world scenes.

A. Visible Light Video Image Production

The dataset we propose is derived from the video sequences
recorded by front-end cameras, from which visible light image

Fig. 2: Flow chart for extracting video frames.

Fig. 3: HBB annotation method.

frames are extracted. The panoramic fisheye camera is used
to capture a wide range of video data. The visible light
zoom camera and the pan-tilt-zoom (PTZ) camera not only
capture high-definition video images in a single direction but
can also rotate at any angle to obtain video from different
perspectives, while allowing for zoom adjustments to adapt to
various scales.

We divide each recorded video into different frames, using
an inter-frame extraction mechanism that extracts one frame
every 176 frames, as shown in Fig. 2.

This provides a rich set of ship navigation images in
complex real-world scenarios, facilitating the creation of a ship
recognition dataset. We extracted ship navigation videos from
43 scene segments in open port waters and densely trafficked
narrow channels. Each video has a recording duration of
approximately 35 minutes, and we extracted one frame every
6 seconds, resulting in 350 images per video. In total, we
obtained 15,050 original high-definition images depicting real
navigation scenarios of ships.

The extracted frame images were accurately annotated by

Fig. 4: OBB annotation method.



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, DEC 2024 5

TABLE I: Capture device parameter comparison table

Device Name Device Parameters Collection area and content

Electro-Optical Device

Visible Light Probe Specifications
1.Focal Length: 10-860mm
2. Resolution: 1920 × 1080P
3. Optical Zoom: 86× Open Water Area of the Port
4. Detection Range: Greater than 10km Scenes Included:
Gimbal Specifications 1. Ships approaching and departing from docks.
1. Rotation: Continuous 360° 2. Overtaking, crossing, and encountering maneuvers
2. Horizontal Speed: 0.01-45°/s of ships at sea.
3. Positioning Accuracy: 0.01°

Variable Focal Length Camera

Lens Specifications:
1. Focal Length: 10-770mm
2. Optical Zoom: 77 ×
3. Maximum Resolution Supported: 3840 × 2160P Densely Navigated Narrow Channel Area

Panoramic Fisheye Camera

Sensor and Lens Specifications Scenes Included:
1. Sensor: Composed of 4 high-definition Progres-
sive Scan CMOS sensors

1. Multi-scale images of different ships and ship types.
2. Ship occlusions in dense areas.

2. Maximum Resolution: 1920 × 1080P 3. Panoramic images of both large and small ship targets.
3. Focal Length: 7.1∼320mm
4. Panoramic Monitoring:

a) Horizontal Field of View: 180°
b) Vertical Field of View: 85°

Fig. 5: Overall file structure of MID.

professionals with experience in ship navigation management
and labeling, ensuring the quality and consistency of the
annotations. Using Horizontal Bounding Boxes (HBB) can
lead to inaccuracies in enclosing complex-shaped objects,
resulting in significant area errors that affect the precision
and effectiveness of object detection, as well as introduc-
ing redundant information, as shown in Fig. 3. Therefore,
we employed the Oriented Bounding Box (OBB) annotation
method illustrated in Fig. 4, with the output fields formatted
as (x1, y1, x2, y2, x3, y3, x4, y4).

In addition, we systematically organized the images and
their annotation files in MID, dividing them into training,
validation, and testing sets. We also included conversion
scripts for various annotation formats in the toolkit to support
the needs of different detection networks. The specific file
structure of MID is detailed in Fig. 5.

B. Dataset Diversity

A good dataset should adequately reflect the complexity of
the marine environment to ensure diversity while considering
the unique characteristics of real-world scenes. This approach
facilitates stable and consistent testing results from detection
models. In the process of creating the ship recognition dataset,

we collected real, complex navigational scenes and will take
the following steps to ensure the diversity of the dataset. For
details, please see Fig. 6.

1) Selection of External Environments: In most detection
tasks, especially in facial recognition, detection accuracy is
rarely affected by background changes because the facial area
is contained within a regular rectangle, making it easy to
separate from the background. However, unlike faces, the
process of marking bounding boxes for ships navigating on
water surfaces often encounters significant background noise
due to factors such as wave splashes, shadows from clouds on
the sea surface, and reflections on the water. These background
elements can be misidentified as features of the ship, impacting
the final detection accuracy. To mitigate the effects of a
single background, we collected ship navigation image data
under various conditions, including clear days at different
times, cloudy occlusions, wave splashes, and rainy or foggy
conditions with varying lighting.

2) Extraction of Complex Navigation Behaviors Between
Ships: When ships navigate at sea, scenarios such as turning,
meeting, crossing, and overtaking inevitably occur. These
situations reflect the complex navigation behaviors of ships, as
they must adhere to international maritime collision avoidance
regulations. Therefore, we selected high-definition images of
multiple ships entering and leaving the port in open waters, as
well as images depicting ship navigation dynamics under high
traffic density in narrow waterways. This approach ensures that
the ship identification dataset covers a diverse range of unique
features across different real-world scenarios.

3) Partial Occlusion and Pixel Overlap: Partial occlusion
and pixel overlap are common issues in maritime imaging.
As most ships are moving and the pan-tilt cameras rotate,
we often observe only parts of the ships entering and exiting
the camera’s field of view. In reality, these partially occluded
ships are still objects that need to be detected. Therefore, we
annotate both the visible parts of the hull and the obscured
sections at different visibility ratios. Additionally, due to the
installation angle of the camera, ships navigating close to each
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Fig. 6: Diversity of MID.

Fig. 7: Examples images of different weather variations in
MID. The 8 sub-images correspond to 8 different weather
scenes.

Fig. 8: Example images of water droplets appearing on cam-
eras in MID.

other may experience a certain degree of pixel overlap, where
smaller ships can be obscured by larger ones. Ignoring this
overlap would be unreasonable. Thus, we collected as much
occluded data as possible to ensure that the subsequent training
models can effectively handle such occlusions.

4) The diversity of shapes and tonnages of ships navigating
on the sea: The differences in pixel representation of targets in
the same image are caused by the various shapes and sizes of
ships. In such scenes, some ships may not always be positioned
well within the optimal pixel area. We collected data on large
ships along with multiple smaller ships in their vicinity, as well
as different types of ships such as cruise ships, cargo ships,
and container ships. This expansion enhances the diversity of
the ship identification dataset, allowing for effective detection
across a range of scales.

IV. DESIGN AND ANALYSIS OF MID

To highlight the advantages of MID, we conduct an in-depth
analysis from six key aspects: weather conditions, target scale,
target aspect ratio, background interference, target occlusion,

Fig. 9: Scatter plot of instance width vs height in MID.

Fig. 10: Proportion chart of different scale instances in MID.

and ship collision avoidance. These factors significantly impact
the performance of object detection, reflecting the diversity
and application potential of the dataset.

A. Weather Variation

Due to the diversity of weather conditions, which provides
richer visual effects, the image dataset becomes more rep-
resentative and can better reflect various real-world scenes.
Therefore, we analyzed the types of weather conditions in
MID and categorized and analyzed the data for each type of
scene. We classified weather conditions into eight categories:
silty, waves, rainy, fog, overexposed, dark, fuzzy, and color-
distorted, as shown in Fig. 7.
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Fig. 11: The example images in the first to second rows
show six different sub viewpoints of the same ship in MID
in a panoramic view. The third and fourth rows are example
images of scale changes in two scenes, with close-up views,
respectively. The two rows of images show scale changes in
two different scenes.

Fig. 12: Distribution of ship instances of each image in MID.

We further analyzed the shooting equipment and observed
that, in a small portion of images, water droplets appeared
on the camera lens due to adverse weather conditions, as
illustrated in Fig. 8. This detail adds valuable diversity to the
dataset and increases its complexity, as varying environmental
conditions can greatly influence camera performance. Incorpo-
rating these factors into the model-building process enhances
the model’s ability to adapt to complex real-world scenarios,
ultimately boosting its effectiveness in practical applications.

B. Scale Variation
Scale variation is an important characteristic, reflecting how

ships of different sizes appear in images. Due to varying
shooting conditions and perspectives, the same vessel may
present different scales across images. This variation can stem
from factors such as shooting distance, lens focal length, and
environmental conditions. To explore scale variation in MID,
we first examined the overall scale distribution in the dataset,
as shown in Table II. Fig. 9 and 10 illustrate the scale of la-
beled targets more vividly through scatter plots and proportion

Fig. 13: AR distribution in MID.

Fig. 14: Three different viewpoints of the same fishing boat:
looking to the left (a), looking to the center (b), and looking
to the right (c).

charts. We then broadly categorized the shooting scenes into
two types: panoramic and close-up. Fig. 11 describes the scale
variation in both close-up and distant views.

Fig. 12 shows the distribution of ship instances per image
in MID, where most images contain between 5-25 instances,
and a few contain 35-55 instances. On average, each image
includes 23.953 ship instances, with a maximum of 81 and a
minimum of 1 instance per image.

TABLE II: Scale variation statistics in MID.

Instances Illustration Number
Tiny Instances ≤ 16 pixels 65748
Small Instances 16-32 pixels 1595

Medium Instances 32-96 pixels 1287
Large Instances 96-256 pixels 270

Extra Large Instances > 256 pixels 66984
Total Instances - 135884

C. AR of Instance Variations

The aspect ratio (AR) of ship objects is an important feature,
typically ranging from 3 to 6, and is one of the key char-
acteristics for ship classification and identification tasks. For
deep learning-based methods, AR serves as a crucial parameter
when designing anchor-based models, such as Faster R-CNN
[29]. Fig. 13 illustrates the distribution of ship aspect ratios in
MID.

D. Viewpoint Variation

In fact, a fixed-position camera can capture images of
the same ship from different angles over the same body of
water by rotating the high-definition camera. In this paper, we
primarily use three perspectives: left, center, and right. Fig. 14
(a)-(c) illustrate the same ship from different sub-perspectives.
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Fig. 15: Five main different backgrounds in MID.

Fig. 16: Sixteen different backgrounds in MID based on the
number of the videos.

E. Background Variation

The background diversity can be investigated based on
the cameras deployed at different locations. To this end, we
conducted an analysis of MID based on shooting angles and
scenes, categorizing the backgrounds into five main types, as
shown in Fig. 15. Additionally, based on the number of video
files captured, we classified the backgrounds into 16 categories
and counted the number of images under each background, as
shown in Fig. 16.

F. Occlusion Variation

To investigate the types of occlusion in MID, we grouped
all images with occlusion across different scenes and analyzed
the degree of occlusion, as shown in Table III. Our findings

Fig. 17: Examples images of different occlusion degrees. The
first to third rows correspond to the occlusion conditions in
three different scenarios.

Fig. 18: Examples images of different collision degrees. The
first to third columns correspond to the conditions of cross,
overtaking, and head-on, respectively.

reveal that 16% of the dataset contains varying levels of
occlusion, with some images showing over 90% occlusion
or even complete occlusion. This makes MID a particularly
challenging dataset for handling occlusions. Fig. 17 provides a
visual representation of the distribution of ships under different
levels of occlusion.

TABLE III: Occlusion instance statistics

Instances Illustration Number
Unobstructed Instances ≤ 10% 114090

Slightly Obstructed Instances 10%-20% 9287
Partially Obstructed Instances 20%-50% 10036
Severely Obstructed Instances 50%-90% 1634

Completely Obstructed Instances ≥ 90% 837
Total Instances - 135884

TABLE IV: Experimental Parameter Settings

Epochs Optimizer Batch LR0 Weight decay Imgsz
100 AdamW 16 0.002 5e-4 640

G. Collision Variation

To explore the types of collision avoidance scenarios in
MID, we grouped all images with collision avoidance situ-
ations from different scenes and analyzed them. We classified
the collision avoidance scenarios into three main types: cross-
ing, overtaking, and head-on encounter. Crossing refers to two
ships’ paths forming a relative intersection, usually sailing on
different courses that cross each other. Overtaking refers to
one ship approaching and passing another from behind. Head-
on encounter refers to two ships sailing directly toward each
other, facing head-on. These scenarios are illustrated in Fig.
18.

V. BASELINE EXPERIMENT AND COMPREHENSIVE
ANALYSIS

To validate the detection performance of the proposed
dataset and provide reference evaluation results for related
researchers, we conducted several baseline experiments. It is
important to note that the experimental results for YOLOv6
[35], YOLOv9 [36], and YOLOv10 [37] were obtained by
replacing the detection head with an OBB detection head.
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TABLE V: Experimental Results

Method P R mAP.50(%) mAP.50:.95(%) Param(m) Flops(G)
Yolov6n-obb head 0.887 0.688 79.5 53.4 4.23 11.8
Yolov6s-obb head 0.916 0.712 83.3 59.1 16.37 44.3

Yolov8n-obb 0.912 0.708 82.9 58.8 3.01 8.3
Yolov8s-obb 0.935 0.72 85.2 63.7 11.41 29.4

Yolov9t-obb head 0.907 0.703 81.7 57.4 2.02 7.8
Yolov9s-obb head 0.929 0.718 84.4 62.0 7.36 27.6

Yolov10n-obb head 0.916 0.707 82.7 58.4 2.67 8.2
Yolov10s-obb head 0.933 0.917 84.9 63.1 9.69 28.2

Yolo11n-obb 0.911 0.702 81.8 57.7 2.65 6.6
Yolov11s-obb 0.930 0.722 84.9 62.3 9.70 22.3

TABLE VI: Annotation Type and Year Comparison

Dataset OBB Annotation Method Time Dimension Year
Seaship × Voc2007 × 2018

ShipRSImageNet ✓ θ-based OBB: (cx, cy, w, h, θ) and Point-based OBB: (xi, yi) i=1, 2, 3, 4 × 2020
HRSC2016 ✓ θ-based OBB: (cx, cy, w, h, θ) × 2016

Ours ✓ Point-based OBB: (xi, yi) i=1, 2, 3, 4 ✓ 2024

TABLE VII: Downstream Tasks and Technology

Dataset Object
Detection

Object
Classification

Remote Sensing
Detection

Trajectory
Extraction

Trajectory
Prediction

Traffic Information
Analysis Object Tracking

Seaship ✓ ✓
ShipRSImageNet ✓

HRSC2016 ✓
Ours ✓ ✓ ✓ ✓ ✓ ✓

Table IV presents the experimental parameter settings, while
Table V shows the experimental results.

To further illustrate the advancement and application value
of the proposed dataset, we selected several representative
datasets in the related field for analysis and comparison. By
examining key dimensions, we demonstrate the value of our
dataset for both academic research and practical tasks.

A. Data Annotation and Year Comparison

The Seaship dataset uses traditional HBB annotation, which
is mainly suitable for simple scenes and single-angle detection.
While the ShipRSImageNet and HRSC2016 datasets utilize
OBB annotation, they are based on remote sensing images
and do not capture maritime traffic information. Our dataset
not only adopts OBB annotation but also incorporates a time
dimension in the naming convention. Specifically, each image
includes a video ID and frame ID, allowing easy tracking of
the order in which targets appear, thus laying a foundation for
expanding application scenarios. Table VI provides a more
intuitive comparison.

B. Application Scenarios and Technological Potential

Table VII shows the applicability of different datasets for
downstream tasks. Our dataset is not only suitable for coastal
ship detection but also demonstrates broad technological po-
tential across various application scenarios, including ship
tracking, trajectory extraction and prediction, traffic informa-
tion analysis, and autonomous vessel systems. Especially in
the context of intelligent port development and autonomous
vessel technology, our dataset provides a rich foundation
for future research directions. In contrast, other datasets are

more focused on single-task detection, with relatively limited
application scenarios and technological potential.

VI. SUMMARY AND FUTURE OUTLOOK

This paper presents a ship dataset based on OBB annotation,
which is more flexible and accurate in handling tilted targets,
complex poses, and diverse ship shapes. The dataset covers
a variety of typical maritime scenarios, including ship inter-
section, occlusion, and small target aggregation. This diversity
ensures that the model can not only handle ship detection in
a single environment but also adapt to complex real-world
situations, particularly excelling in ship detection in busy ports
or dense maritime areas.

Additionally, to make the dataset more aligned with real-
world maritime monitoring needs, our data collection includes
various weather and lighting conditions, such as rainy, cloudy,
foggy days, and different lighting environments. These con-
ditions not only increase the challenge of the dataset but
also enable the model to better handle ship detection tasks in
diverse natural environments. The dataset particularly focuses
on the annotation and detection of small target ships, which
is crucial in dense ship intersections or crowded port environ-
ments where small target detection performance is critical. We
provide detailed annotations for these small targets to ensure
that the model has sufficient flexibility and robustness when
dealing with dense or crowded scenarios.

Moreover, by using our video data and combining it with
current detection algorithms, it is easy to extract ship trajectory
information, enabling ship speed estimation, ship counting,
and other related analyses. With these comprehensive features,
our dataset demonstrates broad potential for applications in
ship detection and related fields.
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We plan to release version V2 of the dataset, which will
expand coverage to include more diverse maritime scenarios,
detailed ship annotations (such as unique IDs and navigation
data), and multimodal data like AIS for enhanced ship behav-
ior analysis. Additionally, V2 will support the development
of advanced algorithms for detecting occluded and small
targets in complex environments. By integrating with maritime
traffic monitoring systems, this version will improve practical
applications in port management and ship tracking, advancing
intelligent maritime monitoring and decision-making.
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