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Abstract—This paper investigates the application of large lan-
guage models (LLMs) to financial tasks. We fine-tuned foundation
models using the Open FinLLM Leaderboard as a benchmark.
Building on Qwen2.5 and Deepseek-R1, we employed techniques
including supervised fine-tuning (SFT), direct preference opti-
mization (DPO), and reinforcement learning (RL) to enhance
their financial capabilities. The fine-tuned models demonstrated
substantial performance gains across a wide range of financial
tasks. Moreover, we measured the data scaling law in the financial
domain. Our work demonstrates the potential of large language
models (LLMs) in financial applications.

Index Terms—Large Language Model, Foundation Mod-
els, FinRL, DeepSeek, Supervised Fine-Tuning, Reinforcement
Learning, Scaling Laws

I. INTRODUCTION

With the development of Transformer-based Natural Lan-
guage Processing (NLP), Large Language Models (LLMs) are
becoming a standard technology integrated into the human
toolkit. In the financial sector, LLMs are expected to assist
in tasks such as making intelligent decisions and creating
personalized financial searches. The integration of LLMs into
financial applications is expected to advance the development
of open finance. This paper aims to explore the applications
of reinforcement learning (RL) and LLMs in financial tasks.

The Open FinLLM Leaderboard is an open platform for
evaluating the performance of LLMs on various financial
tasks. It is based on Finben (Pixiu) [1] and includes 36
datasets spanning 24 financial tasks, covering seven critical
aspects: information extraction (IE), textual analysis, question
answering (QA), text generation, risk management, forecast-
ing, and decision-making. In this paper, we employ various
techniques, including prompt engineering, chain-of-thought
(CoT) reasoning, and reinforcement learning (RL), to enhance
the performance of open-source LLMs on the Open FinLLM
Leaderboard.

†These authors contributed equally to this work.
*Corresponding author: Haizhao Yang hzyang@umd.edu.

Our main contributions are as follows:

1) We fine-tuned the Qwen2.5 and Deepseek-R1 models
using techniques such as supervised fine-tuning (SFT)
and direct preference optimization (DPO) and observed
significant improvements in the models’ performance
across diverse tasks.

2) We leverage reinforcement learning (RL) and chain-of-
thought (CoT) prompting to synthesize data and further
strengthen the capabilities of LLMs in the financial
domain.

3) We measured the data scaling law in the financial do-
main and found it highly consistent with results reported
in previous literature.

II. RELATED WORK

a) Financial Reinforcement Learning Datasets and
Frameworks: FNSPID [2] provides a large-scale dataset span-
ning from 1999 to 2023, containing 29.7 million stock price
records and 15.7 million time-aligned financial news articles
for 4,775 S&P 500 companies. FinRL-Meta [3], [4] is a
data-centric library for financial reinforcement learning that
transforms dynamic real-world market data into gym-style
environments.

b) LLM-Enhanced Agents: FinRL-DeepSeek [5] intro-
duces a trading agent that combines reinforcement learning
with large language models to enhance trading performance.
[6] summarized the approaches and results of participating
teams in the Financial Regulations Challenge at COLING
2025. FinMind-Y-Me [7] ranked first in the competition men-
tioned above. In their solution, they applied techniques such as
Sequential Fine-Tuning and Task-Specific Prompts to enhance
the performance of the fine-tuned model.

c) Simulate micro-level behaviors using LLMs: Some
studies use LLM-based multi-agent systems to simulate micro-
level behaviors, aiming to observe financial market dynamics
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and macroeconomics after removing the assumption of fully
rational agents [8], [9].

III. METHODOLOGY

a) Supervised Fine-Tuning (SFT): SFT is mainly used
for alignment, task adaptation, and knowledge enhancement.
Therefore, we always start with SFT. Among all 41 datasets,
28 provide training/validation data, and we use these data for
SFT. Formally, the loss is given by

LSFT = − lnπθ(y
+|x)

where θ represents the parameters of the LLM, x is the query,
and y+ is the answer.

Apart from directly applying SFT on the training set, perfor-
mance can be further improved by employing Sequential Fine-
Tuning and Task-Specific Prompts, as mentioned in FinMind-
Y-Me [7].

b) Direct Preference Optimization (DPO): After SFT,
the performance of the large model improved significantly.
However, we observed that the LLM tends to generate exces-
sively long and repeating responses [10], [11]. For example,
if the correct answer is “Apple”, the model might output
“Apple Apple Apple ...” due to its inability to determine a
proper stopping point.. To ensure that the model stops at
the appropriate point, we apply DPO fine-tuning after SFT.
Specifically, the DPO loss is defined as

LDPO = − lnσ

(
β ·

(
ln

πθ(y
+|x)

πref(y+|x)
− ln

πθ(y
−|x)

πref(y−|x)

))
where πθ represents the current model, πref is the base model
after SFT, β is a temperature hyperparameter that controls the
optimization strength (usually set to 1) and σ(·) is the Sigmoid
function. For the positive data y+, we use the answers from
the database, while the negative data y− consists of overly
long responses (or outputs that we consider undesirable).

c) Data Synthesis and Reinforcement Learning (RL): In
some cases, the dataset does not contain training data, and
we have to synthesize data for reinforcement learning. The
specific procedure for RL is as follows: (1) Corpus Collection:
gather relevant text data based on the theme of the dataset.
(2) LLM Annotation: the current LLM πt is prompted to
generate annotations using Chain-of-Thought (CoT) reasoning.
(3) Answer Extraction: apply regular expressions to extract the
answer y+ from the generated response. (4) Query Formatting:
the extracted data is structured into a query x following the
prompt format of the dataset. (5) Training: use the synthesized
x, y+ pairs for SFT and DPO to train and denote the result
LLM as πt+1.

If computational resources allow, we can further use πt+1 to
generate additional data, then continue SFT or DPO to obtain
πt+2. This iterative process can be repeated multiple times to
refine the model.

The training flowchart is illustrated in Figure 1.

Fig. 1. Training flowchart showing the progression from base model to final
model through SFT, DPO, and RL stages.

IV. EXPERIMENTS

a) The effectiveness of SFT: We fine-tuned the models
using LLaMAFactory [12] with a learning rate of 5e-5 and a
constant learning rate scheduler. The effective batch size was
set to 64. We used LoRA with a rank of 128 and an alpha of
256. DeepSpeed [13] stage 2 was applied during training.

Table I presents the results of training DeepSeek-R1-1.5B
and Qwen2.5-1.5B-Instruct using data from NER (Named
Entity Recognition) and FiQASA (Financial QA-Style Sen-
timent Analysis). Beyond reporting scores on the fine-tuned
tasks, we also include results on CC (Causal Classification)
and FPB (Financial Polarity Benchmark) to investigate the
models’ generalization and transfer learning capabilities. We
can observe that SFT significantly improves performance in
the corresponding task. DeepSeek-R1-1.5B achieves higher
performance metrics than Qwen2.5-1.5B-Instruct, indicating
better task-specific generalization.

However, the interactions between different tasks do not
follow a general pattern. Training on NER reduces the per-
formance on CC, while training on FiQASA enhances the
performance on FPB. Both the FiQASA and FPB datasets in-
volve sentiment classification tasks over sets of headlines. The
similarity in task structure and headline formatting between
these datasets likely accounts for the substantial improvement
in performance on FPB benchmarks following initial fine-
tuning on FiQASA. In contrast, the NER dataset, which
focuses primarily on the identification of named entities, may
have hindered performance on the CC benchmark. This could
be explained by the fine-tuned model overemphasizing named
entities at the expense of capturing the underlying semantic or
causal relationships between headlines. Moreover, Sequential
Fine-Tuning does not outperform direct fine-tuning across the
tasks.

b) The effectiveness of DPO: As discussed in the
methodology section, after SFT, the model tends to produce
repetitive outputs; in other words, it learns to “repeat the cor-
rect answer tokens” rather than understanding the relationship
between the correct answer and the context. In this task, we
are unable to modify the prompts or change the sampling
parameters [10], so we apply DPO after SFT. We treat overly
long outputs generated by the SFT model on the training set as
rejected labels and use the correct answers as accepted labels.

Table II presents the results of our DPO experiments. We
first perform SFT on Qwen2.5-1.5B-Instruct using an NER
dataset and then apply DPO based on the fine-tuned model.



TABLE I
EVALUATION OF DEEPSEEK AND QWEN ON MULTIPLE TASKS BEFORE AND AFTER FINE-TUNING.

Model Fine-tuned on Datasize (#Tokens) NER (F1) CC (F1) FiQASA (F1) FPB (F1)

DeepSeek-R1-1.5B

/ / 0.1448 0.6683 0.4383 0.1845
NER 408 (51k) 0.7231 0.3290 0.2755 0.1433

FiQASA 750 (34k) 0.0286 0.1977 0.7865 0.2123
NER&FiQASA 1158 (85k) 0.6913 0.0950 0.7584 0.2019

NER, then FiQASA 1158 (85k) 0.7002 0.0967 0.7866 0.1355
FiQASA, then NER 1158 (85k) 0.6540 0.0822 0.6984 0.1461

Qwen2.5-1.5B-Instruct

/ / 0.0060 0.6667 0.6789 0.2269
NER 408 (51k) 0.6212 0.3962 0.6894 0.2141

FiQASA 750 (34k) 0.0000 0.5144 0.8029 0.5016
NER&FiQASA 1158 (85k) 0.5926 0.5357 0.7703 0.6704

NER, then FiQASA 1158 (85k) 0.0938 0.3055 0.8054 0.2359
FiQASA, then NER 1158 (85k) 0.4873 0.2064 0.7999 0.3622

Beyond reporting scores on the fine-tuned task, we include results on other tasks to investigate the models’ generalization and transfer learning capabilities.
Task abbreviations: NER (Named Entity Recognition), CC (Causal Classification), FiQASA (Financial QA-Style Sentiment Analysis), FPB (Financial

Polarity Benchmark).

TABLE II
EFFECT OF DPO AFTER SFT.

Train Phase Overlength Ratio NER CC

SFT 54.7% 0.6212 0.3962
+1 DPO 8.6% 0.6180 0.4437
+1 DPO 1.7% 0.5950 0.5592

The Overlength Ratio refers to the proportion of samples in the training set
where the number of output tokens exceeds the number of answer tokens.

The SFT configuration is the same as in Table I. For DPO, the
training setup is identical to that of SFT, except that the LoRA
rank and LoRA alpha are reduced to 16 and 32, respectively.
As shown, the Overlength Ratio is significantly reduced after
applying DPO, which aligns with our original motivation for
using DPO. In addition to the Overlength Ratio, we also
recorded the F1 scores for the NER and CC tasks to investigate
the impact of DPO on other tasks. We observe that the F1
score for the trained NER task remains unchanged mainly (the
slight decrease may be due to the scoring mechanism of the
benchmark), while the score for the unseen CC task actually
improves.

TABLE III
THE EFFECTIVENESS OF USING SYNTHETIC DATA FOR RL.

Task Metrics Datasize (#Tokens) Performance Boost

MultiFin F1 219 (23k) +87.1%
FOMC F1 108 (10k) +22.5%
TSA RMSE 105 (10k) +3.4%

Task abbreviations (description): MultiFin (Real-world Article Headlines
across different writing systems and language families), FOMC (Federal

Open Market Committee Hawkish-Dovish Classification), TSA (Sentiment
Analysis on Social Media).

c) RL with Synthesed Data: Almost half of the tasks
do not provide training datasets, so we need to synthesize
data to improve the model’s performance on these tasks. The
data synthesis process consists of three steps: (1) Corpus
Collection: Prompt the LLM to generate questions based on

the task; (2) LLM Annotation: Generate annotations using
Chain-of-Thought (CoT) reasoning; (3) Answer Extraction:
Use regular expressions to extract the answer y+ from the
generated response. We then apply the aforementioned method
for fine-tuning.

Table III presents the results of training for one iteration
using RL on three different tasks. We used DeepSeek-R1-1.5B
to synthesize data, which was subsequently used to train the
same model. The SFT parameters remain consistent with those
presented in Table I. We observe performance improvements
across all tasks.

d) Data Scaling Law: An essential property of large
language models is the presence of scaling laws, which allow
us to predict the performance of larger-scale models based on
the results of a small number of smaller-scale experiments.
To investigate the data scaling behavior on financial tasks, we
aggregated all available data and conducted fine-tuning with
varying fractions of the dataset (100%, 50%, 25%, and 12.5%).
The average F1 scores obtained from each setting are presented
in Figure 2.

11/21/41/8
Data Fraction d

0.2

0.3

0.4

0.5

1
F 1

log(1 F1) = 0.28 × log(d) 1.35

Fig. 2. The data scaling law on financial tasks.



It is worth noting that the data critical exponent we mea-
sured is highly consistent with results reported in previous
literature. Specifically, [14] reports the following scaling laws
L ∼ p−0.076, L ∼ d−0.095, where L denotes the test loss, p
the number of parameters, and d the dataset size. A relation
of the form x ∼ yα corresponds to log(x) = α log(y) + C
for some constant C, and the exponent α is referred to
as the critical exponent. On the other hand, [15] reports
E ∼ p−0.195, where E is the test error rate. By combining
these results, it is straightforward that

E ∼ L0.195/0.076=2.57 ∼ d 2.57×0.095=0.24. (1)

Our measured exponent of 0.28 is very close to this derived
value of 0.24, which not only supports the correctness of our
experiments, but also suggests a broader implication: while
the results in [14] are obtained on general text and those in
[15] on math, our findings are based on financial tasks. This
consistency across domains implies that the critical exponent
may be independent of tasks; in other words, it exhibits a form
of universality [16].

e) Computational Cost: The tasks require the use of
high-performance GPUs. Fine-tuning each 1.5B model re-
quired approximately 3 to 5 hours on 4x2080Ti. Additionally,
generating new training sets for specific datasets without
publicly available training sets took an additional 1 to 2 hours
per dataset.

V. DISCUSSION AND PROSPECT

a) Preprocessing and Postprocessing: In this competi-
tion, we can only upload models and cannot make modifica-
tions to preprocessing (prompt engineering) or postprocessing
(generation configuration and parsing of output). However,
in practice, preprocessing and postprocessing are often more
convenient and can be as effective as fine-tuning in improving
model performance. For example, the issue of DeepSeek
models receiving lower scores due to the output of chain-of-
thought (CoT) reasoning can be addressed by adding more
examples and instructions in the prompts or by using regular
expressions in postprocessing to remove the CoT process.
Another example is the repeater phenomenon after model
fine-tuning, which is often mitigated by increasing the repeat
penalty or using top p (nucleus sampling) instead of top k. We
believe that if the organizers grant us the flexibility to apply
preprocessing and postprocessing, we can further enhance the
model’s performance.

b) Prospect: Due to time constraints, many potentially
beneficial experiments were left unexplored: (1) Testing larger
models; (2) Exploring task-specific prompts to improve per-
formance on reasoning-intensive tasks further; (3) Running
additional iterations of RL training to examine whether per-
formance saturates.
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