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Abstract—Deep learning models are usually black boxes when
deployed on machine learning platforms. Prior works have shown
that the attributes (e.g., the number of convolutional layers) of
a target black-box model can be exposed through a sequence of
queries. There is a crucial limitation: these works assume the
training dataset of the target model is known beforehand and
leverage this dataset for model attribute attack. However, it is
difficult to access the training dataset of the target black-box model
in reality. Therefore, whether the attributes of a target black-box
model could be still revealed in this case is doubtful. In this paper,
we investigate a new problem of black-box reverse engineering,
without requiring the availability of the target model’s training
dataset. We put forward a general and principled framework
DREAM, by casting this problem as out-of-distribution (OOD)
generalization. In this way, we can learn a domain-agnostic meta-
model to infer the attributes of the target black-box model with
unknown training data. This makes our method one of the kinds
that can gracefully apply to an arbitrary domain for model
attribute reverse engineering with strong generalization ability.
Extensive experimental results demonstrate the superiority of our
proposed method over the baselines.

Index Terms—Machine learning, reverse engineering, OOD
generalization

I. INTRODUCTION

IN recent years, machine learning technology has been
widely used in in many tasks such as NLP and areas such

as image classification [1]–[4], natural language processing
[5]–[8], and speech recognition [9], [10]. However, existing
machine learning frameworks are complicated, which requires
substantial computational resources and efforts for users to train
and deploy, especially for the non-expert ones. As a result, with
the benefits of usability, and cost efficiency, Machine Learning
as a Service (MLaaS) has become popular. MLaaS deploys
well-trained machine learning models on cloud platforms,
allowing users to interact with these models via the provided
APIs, making advanced ML capabilities both accessible and
affordable.

Generally speaking, the machine learning service deployed
on the cloud platform is a black box, where users can only
obtain outputs by submitting inputs to the model. The model’s
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attributes such as architecture, training set, and training method,
are concealed by the provider. However, a question remains:
is the deployment safe? Once the attributes of a model are
revealed by an adversary, a black-box model becomes a
white-box model, introducing significant security threats. On
one hand, white-box models are more vulnerable to various
types of attacks compared to black-box models such as
adversary example attacks [11]–[15] and model extraction
attacks [16]–[19]. Specifically, adversaries train adversarial
examples on a surrogate model with the intention of transferring
these examples to the target model. Research shows that
the transferability of adversarial samples increases if the the
surrogate architecture is similar to the target model [20]. In this
context, model reverse engineering becomes a powerful tool
for adversaries to select a surrogate model. In addition, model
extraction attacks aims to extract the functionality of a target
black-box model in a surrogate model. Research shows that
better extraction performance is achieved when the surrogate
model closely resembles the target black-box model [21].
Therefore, model reverse engineering can provide significant
insights for selecting the architecture of the surrogate model
for the extraction. On the other hand, intellectual property
is jeopardized. After adversaries reveal the attributes of the
model, they may replicate a model with similar capabilities for
commercial purposes, potentially causing indirect economic
losses.

The work in [22] delves into model reverse engineering
to reveal model attributes, as depicted in the left of Fig. 1.
They first construct a large set of white-box models which
are trained based on the same datasets as the target black-box
model, e.g., the MNIST hand-written dataset [23]. Then, the
outputs of white-box models are obtained through a sequence
of input queries. Finally, a meta-model is trained to learn
a mapping between model outputs and model attributes. For
inference, outputs of the target black-box model are fed into the
meta-model to predict model attributes. The promising results
demonstrate the feasibility of model reverse engineering.

However, a crucial limitation in [22] is that they assume
the dataset used for training the target model to be known in
advance, and leverage this dataset for meta-model learning.

In most application cases, the training data of a target black-
box model is unknown. When the distribution of training data
of the target black-box model is inconsistent with that of the
set of constructed white-box models, the meta-model is usually
unable to generalize well on the target black-box model.

To verify this point, we train three black-box models with the
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Figure 1. Previous work (left) assumes the dataset used to train the target black-box model is known beforehand, and requires to use the same dataset to
train white-box models. Our DREAM framework (right) relaxes the condition that training data of the target black-box model is no longer required to be
available. Our idea is to cast the task of the black-box model attribute inference into an OOD learning problem.
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Figure 2. The performance of KENNEN [22] on black-box model trained on
Cartoon, Sketch and Photo dataset [24]. The training set of white-box models
is Cartoon.

same architecture on three different datasets, Photo, Cartoon
and Sketch [24], respectively. Subsequently, we employ the
approach outlined in [22] to train a meta-model using the
white-box models trained specifically on the Cartoon dataset
Then, we utilize the trained meta-model to infer attributes of
the three black-box models.

The results are shown in Fig. 2. The y-axis represents the
average accuracy of reverse engineering for each model attribute
(e.g., activation function, optimizer, etc.). When the training
dataset of black-box models and white-box models are the same
(i.e., Cartoon), the performance reaches about 80%. Otherwise,
it sharply drops to about 40% — close to random guess. This
substantial gap underscores the non-trivial nature of investigate
model reverse engineering, when the training dataset for the
target black-box model is unavailable.

In this paper, we investigate the problem of reverse engi-
neering the attributes of black-box models without requiring
access to the target model’s training data. When the same input
queries are fed to models with the same architecture but trained

on different datasets, the output distributions typically differ.
Therefore, a key point to our problem setting is bridging the
gap between the output distributions of white-box and target
black-box models, given the absence of the target model’s
training data. An ideal meta-classifier should be well trained
based on the outputs of white-box models, and predict well
on outputs of the target black-box model, even if white-box
and black-box models are trained on different types of data.

In light of this, we cast such a problem as an OOD gener-
alization problem, and propose a novel framework DREAM:
Domain-agnostic Reverse Engineering the Attributes of black-
box Model, as shown in the right of Fig. 1. OOD generalization
learning has been widely studied in recent years in the field of
computer vision, and shows powerful performance [25]–[27].
Its goal is to learn a model on data from one or multiple
domains and to generalize well on data from another domain
that has not been seen during training. One kind of mainstream
OOD learning approach is to extract domain-invariant features
from data of multiple different domains, and utilize the domain-
invariant features for downstream tasks [28]–[31]. Returning to
our problem, black-box models deployed on cloud platforms
usually provide the label categories of their outputs. Therefore,
we can collect data of different styles according to the model’s
label space as OOD dataset. This overlap ensures that the
outputs of the white-box models include similar information
with those of the black-box model to some extent. Numerous
white-box models are then trained on this OOD dataset, and
we obtain outputs by querying these models. These outputs
are used as source domains to achieve OOD generalization for
reverse engineering black-box models.

Since the data we concentrate on is related to the outputs
of models, e.g., probability values, how to design an effective
OOD generalization method over this type of data has not
been explored. To this end, we introduce a multi-discriminator
generative adversarial network (MDGAN) to learn domain-
invariant features from the outputs of white-box models trained
on multi-domain outputs. Based on these learned domain-
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invariant features, we learn a domain-agnostic reverse meta-
model1, which is capable of accurately inferring the attributes
of the target black-box model trained on unknown data.

Our contributions are summarized as follows: 1) We provide
the first study on the problem of domain-agnostic reverse
engineering the attributes of black-box models and cast it as
an OOD generalization problem; 2) We propose a generalized
framework, DREAM, to address the problem of inferring the
attributes of a black-box model with an unknown training
dataset; 3) We constitute the first attempt to explore learning
domain-invariant features from probability outputs, as opposed
to traditional image; 4) We conduct extensive experiments to
demonstrate the effectiveness of our method.

II. RELATED WORKS

Reverse Engineering of Model Attributes. Its goal is
to reveal attribute values of a target model, such as model
structure, optimization method, hyperparameters, etc. Current
research efforts focus on two aspects, hardware [32]–[34] and
software [22], [35]–[37]. The hardware-based methods utilize
information leaks from side-channel [32], [33] or unencrypted
PCIe buses [34] to invert the structure of deep neural networks.
Software-based methods reveal model attributes by machine
learning. [35] steals the trade-off weight of the loss function
and the regularization term. They derive over-determined linear
equations and solve the hyperparameters by the least-square
method. [37] theoretically proves the weight and bias can be
reversed in linear network with ReLU activation. [38] infers
hyperparamters and loss functions of generative models through
the generated images. KENNEN [22] prepares a set of white-
box models and then trains a meta-model to build a mapping
between model outputs and their attributes. It is the most
related work to ours. However, a significant difference is that
KENNEN [22] requires the data used to train the target black-
box model to be given beforehand. Our method relaxes this
condition, i.e., we no longer require the training data of the
target model to be available, which is a more practical problem.

Model Functionality Extraction. It aims to train a clone
model that has similar model functionality to that of the
target model. To achieve this goal, many works have been
proposed in recent years [16], [18], [19], [39]–[42]. [39] uses
an alternative dataset collected from the Internet to query the
target model. [40] assumes part of the dataset is known and then
presents a dataset augmentation method to construct the dataset
for querying the target model. Moreover, data-free extraction
methods [40]–[43] query a target model through data generated
by a generator, without any knowledge about the training data
distribution. Different from the methods mentioned above, our
goal is to infer the attributes of a black-box model, rather than
stealing the model function.

Membership Inference. Its goal is to determine whether
a sample belongs to the training set of a model [44]–[51].
Although inferring model attribute is different from the task
of membership inference, the technique in [22] is similar

1The meta-model is used to infer the attributes of a model, thereby "reverse-
engineering" a black-box model into a white-box model. Hence, we name it
the "reverse meta-model".

to those of membership inference attack. However, as stated
aforementioned, when the domain of training data of the target
black-box model is inconsistent with that of the set of white-
box models, the method is usually unable to generalize well
because of the OOD problem.

Out-of-distribution Generalization. Machine learning mod-
els often suffer from performance degradation during testing
when the distribution of the training data (i.e., the source
domains) differs from the test data distribution (i.e., the target
domain). This is an out-of-distribution (OOD) problem. [25].
One straightforward approach is to leverage data from target
domain to adapt the model trained on the source domains.
This method is known as OOD adaptation, which has been
successfully applied in image and video related tasks [52]–[55].
However, in many application scenarios, data from the target
domain is difficult to obtain. Therefore, OOD generalization
methods are introduced [56]–[60], aiming to train a model
by utilizing data from several source domains so that it can
generalize well to any unseen OOD target domain. Existing
OOD generalization methods mainly fall into three categories:
invariant learning [28]–[30], [61], [62], causal learning [63]–
[66], and stable learning [67]–[70]. Invariant learning seeks
to minimize the differences among source domains to learn
domain-invariant representations. Causal and stable learning
aim to identify causal features linked to ground-truth labels
from the data and filter out features unrelated to the labels. The
former ensures the invariance of existing causal features, while
the latter emphasizes effective features strongly related to labels
by reweighting attention. Since the above methods primarily
focus on images or videos, the design of an effective OOD
learning method for attribute inference of black-box models
has not been explored so far.

III. PROPOSED METHODS

In this section, we first introduce techinical background,
threat model and problem formulation in Sect. III-A. Next,
we describe the overall framework of our proposed DREAM
in Sect. III-B. Subsequently, we delve into each components
of DREAM in Sect. III-C to III-E. Finally, we introduce the
training procedure in Sect. III-F.

A. Preliminaries

We first introduce the background of the KENNEN method.
Based on KENNEN, we present the threat model of the problem
addressed in this paper. Finally, we introduce the problem
formulation.

Background of KENNEN [22]. Given a black-box model
B, model attribute reverse engineering in [22] aims to build a
meta-model Φ : O → Y , where O = B(Q) is the outputs by
querying the black-box model with queries Q, and A is the set
of model attributes including model architecture, optimizer, and
training hyperparameters, etc. Concretely, they first construct a
large set of white-box models F containing different attributes
combinations and train these white-box models based on the
same training data D as that of the target black-box model.
Then outputs O are obtained by querying these white-box
models with a sequence of input image queries Q. Finally, they
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Figure 3. An illustration of our DREAM framework. In the left part, we train a large number of white-box models using datasets collected from different styles
(cartoon, photo, and sketch) to construct modelset. Models in the modelset consist of numerous combinations of attributes. Then, we sample queries from each
style of dataset and input them into each white-box model to obtain the multi-domain model’s outputs O. In the right part, we propose a multi-discriminator
GAN to learn domain-invariant features from the outputs of the white-box models. After that, the domain-agnostic reverse meta-model is trained based on
these domain-invariant features. During the inference stage, queries are sent to the black-box model to obtain its outputs. Then, the Generator produces
domain-invariant features, which are input to the domain-agnostic meta-model to infer the attributes of the black-box model.

train a meta-model Φ to build mappings from outputs O to
model attributes Y = {yvk |k = 1...K, v = 1...Nk}, where the
subscript k represents the type of attributes (e.g., Activation,
Dropout), while the superscript v represents the value of the
attributes (e.g., ReLU/Tanh for Activation, Yes/No for Dropout).
At the inference phase, the meta-model takes outputs from the
target model as input and predicts the corresponding attributes.

Threat Model. Following KENNEN, we assume that
attackers are permitted to query the model and can only access
the probability outputs of the model, while attributes such as
model structures and optimizers are unable to access. However,
KENNEN makes a strong assumption that the training dataset of
the model is known. In most cases, obtaining the training dataset
is typically challenging. Therefore, we relax this assumption
and consider a scenario where only the label space of the black-
box model are known. This is a reasonable assumption because
a black-box model deployed on the cloud platform typically
provides information about its functionality and the categories it
can output. Consequently, we can collect data with overlapping
label spaces with the black-box target model. This overlap
ensures that the outputs of the white-box models include similar
information with those of the black-box model to some extent,
thereby assisting in learning informative invariant features for
achieving attributes reverse engineering.

Problem Formulation. As aforementioned, there is a strict
constraint in [22] that they assume the training dataset D of the
target model to be given in advance, and leverage model outputs
O, where the models are trained on D for the learning of meta-
model Φ. It is difficult to access the training data of a target
black-box model, which significantly limits the applications
of [22]. To mitigate this problem, we provide a new problem
setting by relaxing the above constraint, i.e., we no longer
require the training data D of the target black-box model to
be available, but only the label space of the black-box model.
Consequently, we cast this problem as an OOD generalization
problem. To address this, we first collect data {Di}Mi=1 from
M different sources to train the white-box models. Although

these data may contain different styles, all of them include an
overlapping label space with the target black-box model. Then,
the outputs obtained from the white-box models are divided
into M source domains according to the source of the training
data for each model. In addition, the outputs from black-box
model are the target domain. Our goal is to leverage outputs
from source domains to train a domain-agnostic meta model Φ
that can well generalize to the outputs target domain, thereby
enabling it to predict attributes for the target black-box model
B.

B. DREAM Framework

To perform domain-agnostic black-box model attribute
reverse engineering, we cast this problem into an OOD gen-
eralization learning problem, and propose a novel framework
DREAM, as shown in Fig. 3. Our DREAM framework consists
of two parts:

In the left part of Fig. 3, we employ datasets from different
domains to train numerous white-box models with diverse
attributes, thereby constructing modelsets. (please refer to Sect.
IV-A for more details). Next, we sample queries as input to
these models. For each domain, we sample an equal number of
images from the corresponding dataset and concatenate them as
a batch of queries. These queries are sent to models belonging
to the modelsets. The resulting multi-domain outputs {Oi}Mi=1

are fed into the subsequent module of our DREAM framework.
To learn domain-invariant features, we introduce a MDGAN, as
shown in the right part of Fig. 3. MDGAN consists of multiple
discriminators corresponding to different domains and one
generator across multiple domains. The generator is designed
to embed model outputs from different domains as features,
while each discriminator strives to align the learned feature
distributions from other domains with the feature distribution
of the domain it corresponds to. In this way, the generator is
capable of learning domain-invariant features. Based on the
learned domain-invariant features, we further learn a domain-
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agnostic meta-model to infer the attributes of a black-box
model with an unknown domain.

C. Multi-domain Outputs Obtaining

To achieve model reverse engineering, we first need to obtain
the multi-domain outputs of the white-box models. These
outputs serve as features of white-box models’ attributes and
will be used as inputs for the subsequent modules. We sample
an equal number of images from the source dataset, resulting in
queries Q = {qj}Nj=1, where N is the number of total queries.
Subsequently, these queries are fed into the white-box models
F = [f1, f2, ..., fM], where f i represents models from the ith

domain. For each domain i, the models f i produces outputs
{Oi

j}Nj=1 ∈ RN×C , where C is the number of classes in the
dataset. We then concatenate the outputs as an 1-dimensional
vector Oi ∈ RNC . Finally, the multi-domain outputs are derived
as O = {Oi}Mi=1.

D. Multi-Discriminator GAN

After preparing multi-domain outputs, we introduce
MDGAN on the basis of [71]. The objective is to learn domain-
invariant features from these probability outputs of white-box
models trained on different domains.

To better present, we take an example about how MDGAN
works on two domains. As shown in Fig. 4, we have two kinds
of inputs, O1 and O2, from two domains. When feeding them
into the generator G, we can obtain the corresponding features
z1 and z2, respectively. After that, we feed z1 and z2 to the
discriminator D1, where D1 is expected to output a “real" label
for z1 and output a “fake" label for z2. By jointly training G
and D1 based on a min-max optimization, the distribution of
z2 is expected to move towards that of z1. In the meantime, we
also feed z1 and z2 to the discriminator D2. Differently, D2

is expected to output a “real" label for z2 and output a “fake"
label for z1. By jointly training G and D2, the distribution
of z1 is expected to move towards that of z2. In this way, z1

and z2 generated by the generator G become domain-invariant
representations.

Formally, we define G(Oi; θg) : Oi → z. The generator
G sharing with parameter θg across domains maps outputs
Oi from the ith domain into the latent feature zi. After that,
we obtain latent features {zi}Mi=1 of model outputs. We also
define M discriminators {Dj(zi; θid)}Mj=1. Each discriminator
Dj(zi) : zi → [0, 1] outputs a scalar representing the
probability that zi comes from the jth domain. The label

of latent features zi is defined as Real for the discriminator
Dj(zi) when j = i, while False when j ̸= i.

The training goal of Dj is to maximize the log probability
of assigning the correct label to features both from the ith

domain and other domains, while the generator G is trained
against the discriminator to minimize the probability. In other
words, it is a min-max game between the jth discriminator
Dj and generator G with a value function V , formulated as:

min
G

max
Dj

V (Dj , G) = Ex∼Oj [logDj(G(x))]

+
∑
j ̸=i

Ex∼Oi [log(1−Dj(G(x)))].
(1)

During optimizing the min-max adversarial value function
for G and Dj , the generator G can gradually produce latent
features zj from jth domain, which are close to latent features
from other domain. Once G and all D are well trained, G is
able to embed multi-domain model outputs into an invariant
feature space, where each discriminator cannot determine
which domain the outputs are from. Therefore, the latent
features {zi}Mi=1 become domain-invariant features. Note that
our proposed MDGAN does not suffer from mode collapse.
This is because mode collapse is an issue in generative tasks
using GANs, where the model fails to generate diverse patterns
and instead produces only a limited set of modes. In our
approach, the role of generator G in the MDGAN is not to
generate diverse features. Instead, G functions as an encoder,
encoding the model’s outputs from different domains into
invariant features. Therefore, it does not suffer from the problem
of mode collapse.

E. Domain-agnostic Reverse Meta-Model

After obtaining domain-invariant features {zi}Mi=1, we aim
to classify them as model attributes Y through the domain-
agnostic reverse meta-model. Consider there are K types of at-
tributes and each attribute contains Nk possible values, we build
K domain-agnostic reverse meta-models Φ = {ϕ1, ϕ2, ..., ϕK}.
Therefore, the probability pk(z) for the kth attribute is obtained
by:

pk(z) = softmax(ϕk(z)). (2)

Note that the pk(z) is a Nk-dimensional vector that contains
Nk attribute value, and each dimension represents the proba-
bility of the attribute value.

The target is to minimize the cross entropy between the
predicted attributes probability pk(z) and ground-truth of model
attribute values yk:

min
Φ

K∑
k=1

Ez∼{zi}M
i=1

[
−yTk log(pk(z))

]
. (3)

During the inference phase, we input queries to the black-box
model trained from an unknown domain to generate outputs.
These outputs are then embedded as domain-invariant features
by the generator G. Subsequently, the reverse meta-model Φ
classifies these domain-invariant features, achieving domain-
agnostic attributes predictions for the black-box model.
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Algorithm 1: Training Strategy
Input: Batch size b, learning rate α, β, number of attribute types K, multi-domain model outputs O, trade-off scalar λ
Output: Generator G, meta-model Φ, discriminators {Dj}Mj=1

Initialize: Initialize parameter θg of generator G, parameter θid of discriminators {Dj}Mj=1 and parameter θc of
domain-agnostic meta-model Φ with normal distribution
while difference in training loss Lc of meta-model Φ between two consecutive epochs ≥ ϵ do

Random sample b samples Oi
b from outputs Oi in each domain

for j = 1, ...,M do
Take samples in the jth domain as Real samples X = Oj

b = {x1, x2, ..., xb}
for i = 1, ...,M and j ̸= i do

Take samples in the jth domain as Fake samples X̄i = Oi
b = {x̄1

i , x̄
2
i , ..., x̄

b
i}

end
Update the discriminator Dj by gradient descent:
θjd := θjd − α∇θj

d

{∑b
k=1

[
logDj(G(xk)

]
+
∑

j ̸=i

[∑b
k=1 log(1−Dj(G(x̄k

i )))
]}

end
Construct X∗ = X ∪ X̄ = {x1, x2, ..., xbM} and Z∗ = G(X∗) = {z1, z2, ..., zbM}
Set the corresponding labels as Y ∗ = {y1, y2, ..., ybM}
Calculate gradient of θc and θg by:
gradc = ∇θcLc = ∇θc

{∑K
k=1

∑bM
l=1

[
−ylk

T
log(p(zlk))

]}
gradg = ∇θg,θc

{∑
j ̸=i

∑b
l=1

[
log(1−Dj(G(x̄l

i)))
]
− λ

∑K
k=1

∑bm
l=1

[
ylk

T
log(p(zlk))

]}
Update the meta-model Φ and generator G together:
θc := θc − β · gradc and θg := θg − α · gradg

end

F. Overall Objective and Training Strategy

After introducing all the components, we give the final loss
function based on Eq. 1 and 3 as:

min
G,Φ

max
Dj ,1≤j≤M

V (Dj , G) = Ex∼Oj

[
logDj(G(x))

]
+
∑
j ̸=i

Ex∼Oi

[
log(1−Dj(G(x)))

]
+ λ

K∑
k=1

Ez∼{zi}M
i=1

[
−yTk log(pk(z))

]
.

(4)
where λ is a trade-off parameter.

The training strategy is as follows: we first optimize all
discriminators Di, and then jointly optimize the generator
and the domain-agnostic reverse meta-model. We repeat the
above processes until the algorithm converges. The proposed
optimization strategy is presented in Algorithm 1.

IV. EXPERIMENTS

A. Dataset Construction

Following [22], we construct the modelset by training models
that enumerate all possible attribute values. The details of the
attributes and their values are shown in Table I. There are
a total of K = 9 types of attributes for each model in the
modelsets, which adheres the following scheme: Nc = {2, 3, 4}

Table I
ATTRIBUTES AND THE CORRESPONDING VALUES.

Attribute Values
#Activation (act) ReLU, PReLU, ELU, Tanh

#Dropout (drop) Yes, No

#Max pooling (pool) Yes, No

#Kernel size (ks) 3, 5

#Conv layers (conv) 2, 3, 4

#FC layers (fc) 2, 3, 4

#Optimizer (opt) SGD, ADAM, RMSprop

#Batch size (bs) 32, 64, 128

#Batchnorm (bn) Yes, No

convolution layers, Nf = {2, 3, 4} fully-connected layers 2.
Each convolution layer contains a k×k kernel (k = {3, 5}), an
optional batch normalization, an optional max-pooling, and a
non-linear activation function in sequence. Each fully connected
layer consists of a linear transformation, a non-linear activation,
and an optional dropout in sequence. We set the dropout ratio
to 0.1 in our experiments. When training white-box models,
optimizers are selected from {SGD, ADAM, RMSprop} with

2Not that a model with more layers may be mistakenly classified as an
overtrained model. However, this issue do not exist in practical applications,
because we did not devise an attribute to determine if a model is overtrained. In
practical applications, people tend to deploy models with strong generalization
capabilities rather than overtrained ones. Therefore, to ensure accurate model
reverse engineering, the white-box models we train are not overtrained either.
We select the model that performs best on the validation set as the final
white-box model, thereby ensuring its generalization performance.
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a batch size 32, 64 or 128, respectively. The statistics of PACS
modelset and MEDU modelset are listed in the Appendix.B
By enumerating all possible model attributes, a total of 5, 184
distinct models can be obtained. In addition, we initialize each
kind of model with random seeds from 0 and 999, yielding
5,184,000 unique models.

We construct PACS modelset and MEDU modelset to
evaluate our method. The details are as follows:

PACS modelset comprises a set of models trained on the
PACS dataset. The PACS dataset is an image dataset that has
been widely used for OOD generalization [24]. We utilize
3 domains, including Photo (1,670 images), Cartoon (2,344
images), and Sketch (3,929 images), and each domain contains
7 kind of classes. For each modelset domain, we randomly
sample and train 5,000, 1,000, and 1,000 from 5,184,000 white-
box models as the training, validation, and testing models,
respectively.

MEDU modelset consists of a set of models trained on
MEDU dataset. MEDU is a hand-written digit recognition
dataset, with 4 domains collected from MNIST [23], USPS
[72], DIDA [73] and EMNIST [74]. Each domain contains
different styles of hand-written digits from 0 to 9. Similar
to PACS modelset, for each modelset domain, we randomly
sample and train 5,000, 1,000, and 1,000 from 5,184,000 white-
box models as the training, validation, and testing models.

B. Implementation Details of DREAM
In the experiment, we set the number of queries N to 100.

We use Adam [75] as the optimizer, where the learning rate
α is set to 10−5 for the generator and discriminators, and the
learning rate β is set to 10−4 for the domain-agnostic meta-
model. The batch size b is set as 100. The trade-off parameter λ
is tuned from {0.001, 0.01, 0.1, 1, 10} based on the validation
set.

In addition, the MDGAN is composed of a generator and
multiple discriminators. The generator consists of two linear
layers with ReLU activation. The dimension of the input layer
of the generator is determined by the query number N and
class category number C. As for the experiment conducted
on MEDU modelset, the input dimension is NC = 1000
(the query number is N = 100, and the number of classes
if C = 10). In the case of the PACS modelset, the input
dimension is 700 (N = 100, C = 7). The output dimensions of
the subsequent two linear layers are 500 and 128, respectively.
Each discriminator consists of three linear layers. The first
two layers employ ReLU as the activation function, while
the last layer utilizes the Sigmoid activation function. The
output dimensions of discriminator layers are 512, 256, and 1
respectively. Additionally, we implement the domain agnostic
meta-models as K = 9 MLPs. Each MLP consists of 3 layers,
and it takes latent features produced by generator G as input.
The output dimensions of the MLP are 128, 64 and Nk. All
experiments are conducted on 4 NVIDIA RTX 3090 GPUs,
PyTorch 1.11.0 platform [76].

C. Baselines
We compare our DREAM with 7 baselines including Random

choice, SVM, KENNEN [22], SelfReg [29], MixStyle [30],

MMD [28] and SD [77]. Additionally, we take four typical
OOD generalization methods—SelfReg, MixStyle, MMD, and
SD—as baselines to validate the effectiveness of our framework
in learning domain-invariant features.

The details of the baseline methods are presented as follows:
SVM. The SVM serves as a baseline, representing a non-

deep learning method. We directly input the multi-domain
probability outputs into SVM classifiers to predict attributes.
We adopt the One-vs-One (OvO) strategy. Specifically, for
an attribute with Nk possible values, we trained a binary
SVM for each pair of attribute values, resulting in a total of
Nk(Nk − 1)/2 SVMs. When classifying a new sample, we
apply all trained SVM classifiers and use a voting mechanism
for each attribute value. The attribute value receiving the most
votes is selected as the final prediction. For 2-valued attributes,
we only need to train a single binary SVM.

KENNEN*. We employ a variant of KENNEN (denoted
as KENNEN* ). It takes fixed queries as input, which is the
same as our approach. We embed the multi-domain probability
outputs into feature space and use MLPs to predict attributes.
Similar to SVM, KENNEN does not differentiate between
outputs from different domains. In addition, to ensure a fair
comparison, the network structure keeps consistent with the
domain-agnostic reverse meta-model in DREAM.

SelfReg, MixStyle, MMD and SD. The approach taken by
SelfReg to learn invariant features involves pulling samples of
similar categories between all domains closer together while
pushing samples of different categories further apart. The
motivation behind MixStyle is based on the observation that
the styles of domain images share significant similarities. In
particular, MixStyle captures style information through the final
layer and performs style mixing at that layer. The MMD adopts
maximum mean discrepancy loss between each two domains.
The SD proposes the Spectral Decoupling method to relieve
the gradient starvation phenomenon during the training of the
network, to boost the performance of OOD generalization. We
embed the multi-domain probability outputs into feature space
and apply the OOD generalization method, SelfReg, MixStyle,
MMD, and SD, respectively to learn invariant features. Then
the learned invariant features are fed into MLPs for predicting
attributes. For a fair comparison, the network structure of MLPs
is consistent with the domain-agnostic reverse meta-model in
DREAM.

We adopt the leave-one-domain-out strategy to split the
source and target domains for PACS and MEDU modelsets.
For each modelset, we take one domain as the target domain
and the rest as source domains in turn. The experiment is run
for 10 trials, and the average results are reported.

D. Comparison with Baselines

Table II and III report the overall performance of different
methods on the PACS modelset and MEDU modelset, respec-
tively. The leftmost column in each table indicates the target
domain (the rest ones are source domains). In this experiment,
we adopt the complete overlap setting, where the label space
of the source domain and target domain is identical. The
performance achieved by our proposed DREAM is better than
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Table II
ATTRIBUTE CLASSIFICATION ACC. (%) ON PACS MODELSET. RED AND BLUE INDICATE THE BEST AND SECOND BEST PERFORMANCE, RESPECTIVELY.

Target
Domain

Method Attributes Avg#act #drop #pool #ks #conv #fc #opt #bs #bn
Random 25.00 50.00 50.00 50.00 33.33 33.33 33.33 33.33 50.00 39.81

Photo

SVM 37.80 50.30 54.80 53.60 34.00 36.60 37.00 45.70 58.80 45.40
KENNEN* 39.07 50.68 59.42 61.31 36.18 39.33 37.88 44.16 59.74 47.53

SelfReg 25.58 52.26 54.98 50.18 34.12 35.25 34.61 33.78 50.76 41.28
MixStyle 39.63 53.23 61.83 59.44 35.66 38.75 37.89 43.75 57.09 47.47

MMD 38.88 54.70 60.46 56.54 35.38 36.66 35.66 40.50 61.04 46.65
SD 38.70 51.06 58.86 62.21 35.84 40.05 39.23 44.34 62.12 48.04

DREAM 43.84 59.19 66.09 64.24 39.59 42.04 40.49 47.83 68.12 52.38

Cartoon

SVM 25.80 49.20 50.70 55.80 37.20 38.10 30.80 42.30 65.30 43.91
KENNEN* 32.99 52.50 54.23 56.57 37.19 40.53 33.47 37.17 68.39 45.89

SelfReg 25.97 51.42 56.20 50.03 35.04 35.52 36.09 35.58 56.17 42.44
MixStyle 32.10 50.76 55.44 54.18 36.18 37.87 34.65 38.69 60.26 44.46

MMD 29.56 53.02 54.70 53.82 35.38 36.36 35.98 37.24 57.58 43.75
SD 33.52 54.06 54.12 56.69 36.84 41.02 35.61 36.12 65.12 45.90

DREAM 37.53 55.89 61.18 57.32 38.58 39.60 38.32 45.01 65.16 48.73

Sketch

SVM 23.80 47.60 47.40 45.80 33.80 34.50 31.80 34.30 53.10 39.12
KENNEN* 34.64 50.10 53.07 52.01 34.61 37.11 35.78 37.04 55.27 43.29

SelfReg 27.07 54.32 51.39 53.07 36.99 36.82 35.47 34.17 61.80 43.46
MixStyle 37.78 51.71 54.16 53.60 34.53 36.16 36.36 36.02 59.42 44.42

MMD 31.96 52.94 56.84 52.78 38.18 38.20 36.20 35.92 57.56 44.51
SD 34.82 52.51 56.89 51.21 34.23 38.12 35.91 36.72 54.23 43.85

DREAM 39.71 57.74 64.73 60.79 40.79 40.14 43.54 43.80 72.51 51.53

Table III
ATTRIBUTE CLASSIFICATION ACC. (%) ON MEDU MODELSET. RED AND BLUE INDICATE THE BEST AND SECOND BEST PERFORMANCE, RESPECTIVELY.

Target
Domain

Method Attributes Avg#act #drop #pool #ks #conv #fc #opt #bs #bn
Random 25.00 50.00 50.00 50.00 33.33 33.33 33.33 33.33 50.00 39.81

MNIST

SVM 45.60 49.40 62.90 59.20 38.80 40.10 35.50 35.00 75.30 49.09
KENNEN* 51.18 50.67 62.99 57.36 38.32 35.84 41.57 35.75 77.87 50.17

SelfReg 28.00 53.57 53.43 50.78 35.97 36.39 35.98 36.23 53.96 42.70
MixStyle 50.27 51.72 62.66 57.32 37.88 36.34 43.11 38.00 82.61 51.10

MMD 44.57 59.67 66.37 57.27 39.63 37.27 42.10 37.60 81.37 51.76
SD 49.60 49.40 62.40 52.30 37.10 36.70 38.90 35.30 81.50 49.24

DREAM 51.01 62.32 64.28 58.39 40.96 38.11 45.37 38.96 81.99 53.49

EMNIST

SVM 40.00 48.70 69.20 51.60 40.20 36.90 35.80 30.10 79.90 48.04
KENNEN* 45.66 51.01 65.26 53.25 40.28 36.35 41.96 36.16 81.30 50.14

SelfReg 27.29 52.83 53.32 52.85 33.68 35.05 35.26 35.32 53.74 42.15
MixStyle 43.68 51.35 67.87 57.15 42.50 39.30 42.10 38.79 82.46 51.69

MMD 42.03 58.43 66.27 60.80 40.80 38.67 40.00 39.97 84.00 52.33
SD 43.60 48.90 59.20 60.10 44.50 35.10 43.60 33.80 88.80 50.84

DREAM 45.55 64.98 74.16 60.71 44.45 42.45 47.37 41.03 91.00 56.86

DIDA

SVM 45.00 47.80 54.60 45.50 29.40 37.60 43.30 36.50 63.70 44.82
KENNEN* 42.73 52.06 55.27 52.02 34.89 38.90 38.98 36.27 54.97 45.12

SelfReg 26.31 54.29 53.23 52.33 34.96 35.72 36.49 35.39 59.11 43.09
MixStyle 45.26 52.32 55.91 51.39 34.22 38.70 38.31 38.03 57.44 45.73

MMD 39.00 59.20 59.63 55.93 35.93 38.33 37.93 37.50 54.40 46.43
SD 46.50 51.80 52.70 51.90 34.90 45.30 42.70 36.80 59.50 46.92

DREAM 49.63 64.50 59.30 57.13 39.52 44.59 42.09 40.19 59.68 50.74

USPS

SVM 43.40 50.50 47.60 52.50 30.30 32.30 41.00 36.60 49.40 42.62
KENNEN* 43.38 50.88 51.41 53.19 36.35 35.59 36.66 34.56 55.62 44.18

SelfReg 26.81 52.16 55.46 52.47 36.18 36.43 36.53 35.90 55.34 43.03
MixStyle 41.05 53.80 50.49 52.93 35.26 33.68 36.92 34.75 59.34 44.25

MMD 39.33 55.87 52.67 53.23 39.20 34.33 35.90 36.90 60.73 45.35
SD 41.90 50.40 58.00 52.30 33.10 35.30 36.60 34.30 61.60 44.83

DREAM 42.34 58.72 58.58 54.41 37.90 37.81 40.42 38.36 63.39 47.99

that of all baselines in terms of the average accuracy of model
attributes. For individual attribute, our method outperforms
other methods in most cases. DREAM demonstrates superior
performance compared to KENNEN and SVM. This suggests
that, in situations where the training dataset of the target
black-box model is unknown, utilizing our proposed MDGAN
for learning invariant features, instead of directly inputting
the outputs from the source domain into the meta-model
for attribute prediction, results in enhanced generalization.
DREAM also outperforms four OOD generalization methods,
which highlights the superior capability of the proposed
MDGAN in learning domain-invariant features from probability

outputs compared to other baselines.

E. Application Value of Model Reverse Engineering

To show the application value of our method, we conduct
a model extraction experiment. We adopt a popular model
extraction method MAZE [41], where model structures are
"Same to the victim", "Random", or "Inferred by DREAM".
As shown in Table IV, The performance of model extraction
using the architecture "Inferred by DREAM" significantly
outperforms that achieved with a random architecture (62.81%
vs. 45.88%). Moreover, its performance closely approaches
that obtained when employing the "Same as the victim"
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Table IV
ACCURACY OF MODEL EXTRACTION USING DIFFERENT EXTRACTION MODEL STRUCTURES. THE EXTRACTION MODEL STRUCTURES ARE "SAME TO THE

VICTIM", "RANDOM", OR "INFERRED BY DREAM".

Dataset Victim Model Architecture of the Extraction Model
#Same to Victim #Random #Inferred by DREAM

MNIST 86.43%(1.00×) 68.46%(0.79×) 45.88%(0.53×) 62.81%(0.73×)
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Figure 5. T-SNE visualization of features of different domains produced by DREAM, MMD, MisStyle and SelfReg on PACS modelset.
Table V

MODEL ATTRIBUTE CLASSIFICATION ACCURACY (%) ON S OF PACS MODELSET. RED AND BLUE INDICATE THE BEST AND SECOND BEST PERFORMANCE,
RESPECTIVELY. DREAM* IS THE RESULT OF DOMAIN SHIFT SCENARIO, TRAINED WITH ONLY FIVE CLASSES (EXCEPT DOG AND ELEPHANT), WHILE THE

BLACK-BOX MODEL IS TRAINED BY WHOLE SEVEN CLASSES IN PACS DATASET.

Target
Domain

Method Attributes Avg#act #drop #pool #ks #conv #fc #opt #bs #bn
Random 25.00 50.00 50.00 50.00 33.33 33.33 33.33 33.33 50.00 39.81

Sketch

SVM 23.80 47.60 47.40 45.80 33.80 34.50 31.80 34.30 53.10 39.12
KENNEN* 34.64 50.10 53.07 52.01 34.61 37.11 35.78 37.04 55.27 43.29

SelfReg 27.07 54.32 51.39 53.07 36.99 36.82 35.47 34.17 61.80 43.46
MixStyle 37.78 51.71 54.16 53.60 34.53 36.16 36.36 36.02 59.42 44.42

MMD 31.96 52.94 56.84 52.78 38.18 38.20 36.20 35.92 57.56 44.51
SD 34.82 52.51 56.89 51.21 34.23 38.12 35.91 36.72 54.23 43.85

DREAM 39.71 57.74 64.73 60.79 40.79 40.14 43.54 43.80 72.51 51.53
DREAM* 42.24 55.68 61.82 58.34 39.55 38.39 38.51 41.39 74.39 50.03

Table VI
ATTRIBUTE INFERENCE ACCURACY (%) OF REVERSE ENGINEERING. THE SOURCE DOMAINS ARE OUTPUTS OF PHOTO AND SKETCH MODEL. THE TARGET

DOMAIN IS OUTPUTS OF CIFAR MODEL. RED AND BLUE INDICATE THE BEST AND SECOND BEST PERFORMANCE, RESPECTIVELY.

Target
Domain

Method Attributes Avg#act #drop #pool #ks #conv #fc #opt #bs #bn
Random 25.00 50.00 50.00 50.00 33.33 33.33 33.33 33.33 50.00 39.81

CIFAR

SVM 33.91 49.85 51.87 50.45 36.43 36.23 33.80 41.78 58.73 43.67
KENNEN* 38.65 56.71 56.21 56.71 36.73 39.35 41.68 44.30 63.57 48.21

SelfReg 39.46 52.17 60.44 55.60 38.65 40.46 47.12 47.53 61.45 49.21
MixStyle 41.78 53.48 57.52 53.18 36.93 41.68 43.59 46.72 63.98 48.76

MMD 40.46 60.54 59.54 57.32 37.94 43.49 48.84 50.25 67.00 51.71
SD 39.05 53.78 57.92 56.51 36.23 41.78 41.47 50.76 67.31 49.42

DREAM 45.11 62.36 61.35 61.76 41.88 45.41 47.53 49.85 75.88 54.57

architecture for model extraction (62.81% vs. 68.46%). The
rationale behind above results lies in the fact that extraction
performance improves when the structure of the extracted
model closely aligns with that of the victim, as discussed in
[21]. The proximity of the extracted model to the victim model
in terms of structure and complexity enhances the likelihood
of capturing identical patterns and information present in the
victim model.

F. Visualization of Generated Feature Space

To further verify the effectiveness of our method, we utilize
t-SNE [78] to visualize samples in the feature space learned by
the generator G of our framework. The visualization is carried
out on PACS modelset. We take C (cartoon) and P (photo) as
source domains to train white-box models, and use S (sketch)

as the unseen target domain to the train black-box model. In
this experiment, we adopt the complete overlap setting. As
shown in Fig. 5, we observe the features from sources and target
domain are spread in the feature space for MMD, MixStyle and
SelfReg method. However, DREAM can embed samples from
both the source domains and target domain into an invariant
feature space, which demonstrates the superiority of DREAM.

G. Experiment on Domain Shift Scenario

1) We conduct class shift experiment on PACS modelset. In
this experiment, we exclude the "dog" and "elephant" classes
among 7 classes for each source domain while constructing
white-box models, while the target domain remain all 7 classes.
As shown in Table V, the average accuracy of DREAM*
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Table VII
MODEL ATTRIBUTE CLASSIFICATION ACCURACY (%) ON P OF PACS MODELSET USING DIFFERENT TRAINING AND TESTING ATTRIBUTE COMBINATIONS.

RED AND BLUE INDICATE THE BEST AND SECOND BEST PERFORMANCE, RESPECTIVELY.

Target
Domain

Method Attributes Avg#act #drop #pool #ks #conv #fc #opt #bs #bn
Random 25.00 50.00 50.00 50.00 33.33 33.33 33.33 33.33 50.00 39.81

Photo

SVM 34.20 51.70 48.50 56.10 35.70 36.50 37.60 40.50 64.60 45.04
KENNEN* 37.36 53.12 57.79 59.66 38.94 35.93 37.92 41.71 63.91 47.37

SelfReg 26.08 52.35 53.89 52.70 35.11 33.84 37.46 36.42 50.99 42.09
MixStyle 35.98 54.31 57.35 57.43 37.14 35.51 39.31 42.07 57.84 46.33

MMD 38.67 57.16 61.49 58.73 40.65 39.14 38.69 41.06 71.48 49.67
SD 38.70 51.06 58.86 62.21 35.84 40.05 39.23 44.34 62.12 48.04

DREAM 43.84 59.19 66.09 64.24 39.59 42.04 40.49 47.83 68.12 52.38
DREAM** 39.68 57.61 64.48 60.79 40.78 40.10 43.54 43.80 72.42 51.47
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Figure 6. Performance against size of training set on PACS modelset. From left to right, normalized accuracies in the P split, C split and S split are shown,
respectively.

reaches 50.03%. Although DREAM* experiences a slight
decrease in accuracy compared to DREAM due to domain
shift, it still outperforms other baselines.

2) We conduct experiments in situations where domains are
quite different, and number of classes between domains are
different. We first train white-box models using the Sketch
and Cartoon datasets. The outputs of these white-box models
serve as the source domains for training DREAM. We then
utilized data from CIFAR10 and CIFAR100 to train black-
box models. The trained DREAM infers attributes based on
the black-box model outputs. The source domains (Sketch
and Cartoon) comprise 7 classes, while the target domain
(CIFAR10/100) contains 110 classes. We use all 7 classes as the
label space for the source domains. For the target domain’s label
space, we select the 5 classes that overlap between the source
and target domains (namely: dog, elephant, house, horse, and
person). This ensures a overlapping label space, but different
number of classes between source and target domains. The
experimental results are listed in Table VI, which demonstrate
that DREAM still outperforms Random, KENNEN, as well as
state-of-the-art OOD generalization approaches. This indicates
that our method is effective when domains are quite different,
as well as when the number of classes differs between domains.

3) We investigate the shift scenario where white-box models
used for training meta-model and the black-box model to
be inferred have completely different attribute combinations.
As mentioned in Sect. IV-A, there are a total of 5, 184
combinations of model attributes. We randomly select 3, 000,
1, 000, and 1, 000 models for the training, validation, and
testing sets, respectively, ensuring that none of the models share
identical attribute combinations. We adopt the complete overlap

setting. The resulting model is denoted as DREAM**. As
demonstrated in Table VII, DREAM** consistently outperforms
other baselines under this setting. Consequently, the shift caused
by attribute combinations does not significantly impact its
overall performance.

H. Analysis

We analyse the size of modelset and the training data amount.
We adopt the complete overlap setting in these two experiments.

Analysis of Size of Modelset. We further study the
performance of our method against the size of the PACS
modelset. As shown in Fig. 6, we observe that the performance
slightly fluctuates from the size of 1K to 5K, and does not
consistently increase when the size increases. We suspect it
can be attributed to the difficulty of our problem for domain-
agnostic attribute inference of the black-box model, and the
nature of the OOD problem, i.e., the noise level increases as
the size of the model set increases. It is worth studying further.

Analysis of Training Data Amount. We analyze the
impact of amount of training samples on reverse engineering
performance. We train white-box models using 25%, 50%, 75%,
and 100% of PACS training data, respectively. We then apply
our proposed DREAM method to perform reverse engineering
on these models. The results are presented in Fig. 7. We observe
as the amount of data increases, the performance improves, and
the performance levels off when the amount of data reaches
75%.

I. Reverse Engineering on Model with Larger Attribute Space

We design a larger model attribute space for model attribute
inference, as shown in Table VIII. Specifically, we
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Figure 7. Performance on data amount for reverse engineering.

Table VIII
LARGER ATTRIBUTES SPACE OF CNN ARCHITECTURE.

Attribute Values

#Activation (act) ReLU, PReLU, ELU, Tanh, GeLU

#Dropout (drop) Yes, No

#Max pooling (pool) Yes, No

#Kernel size (ks) 3, 4, 5, 6, 7, 8, 9

#Conv layers (conv) 2, 3, 4, 5, 6, 7, 8, 9, 10, 11

#FC layers (fc) 2, 3, 4, 5, 6, 7, 8

#Optimizer (opt) SGD, ADAM, RMSprop

#Batch size (bs) 32, 64, 128

#Batchnorm (bn) Yes, No

Table IX
ATTRIBUTES SPACE OF VISION TRANSFORMER ARCHITECTURE.

Attribute Values

#Activation (act) ReLU, PReLU, ELU, Tanh, GeLU

#Dropout (drop) Yes, No

#Patch size (ps) 2, 4, 8, 16

#Transformer layers (n_trans) 2, 3, 4, 5, 6, 7, 8, 9,10

#Feedforward layers (n_ff) 2, 3, 4

#Attention heads (n_heads) 1, 2, 4, 6, 8, 12

#Optimizer (opt) SGD, ADAM, RMSprop

#Batch size (bs) 16, 32, 64

Table X
MODEL ATTRIBUTE INFERENCE ACCURACY (%) ON OUTPUTS OF SKETCH MODELS WITH A LARGER ATTRIBUTE SPACE. THE SOURCE DOMAINS ARE

OUTPUTS OF PHOTO AND CARTOON MODELS. RED AND BLUE INDICATE THE BEST AND SECOND BEST PERFORMANCE, RESPECTIVELY.

Target
Domain

Method Attributes Avg#act #drop #pool #ks #conv #fc #opt #bs #bn
Random 20.00 50.00 50.00 14.29 10.00 14.29 33.33 33.33 50.00 30.58

Sketch

SVM 36.32 58.74 60.91 17.39 10.80 17.18 54.53 35.70 69.24 40.09
KENNEN* 35.29 64.61 68.31 19.75 15.33 20.99 62.45 39.40 69.34 43.94

SelfReg 37.86 62.65 66.98 20.37 16.46 21.91 66.87 39.09 66.56 44.31
MixStyle 35.91 60.80 66.77 19.14 17.49 19.75 64.81 40.43 67.59 43.63

MMD 36.52 64.61 68.72 19.96 15.64 19.24 68.93 38.89 70.37 44.76
SD 35.08 65.43 65.33 20.06 15.95 21.50 63.99 39.40 67.39 43.79

DREAM 40.53 66.77 68.93 25.51 20.68 24.79 69.34 44.75 72.94 48.25

• Add "GeLU" activation function to the "#Activation"
attribute space.

• Expand "#Kernel size" attribute space from {3, 5} to
{3, 4, 5, 6, 7, 8, 9}

• Expand "#Conv layers" attribute space from {2, 3, 4} to
{2, 3, 4, 5, 6, 7, 8, 9, 10}

• increase "#FC layers" attribute space from {2, 3, 4} to
{2, 3, 4, 5, 6, 7, 8}.

The outputs of models trained on the Photo and Cartoon datasets
serve as the source domains in this experiment, whereas those
trained on the Sketch dataset function as the target domain.
We adopt the complete overlap setting in this experiment. The
results presented in Table X demonstrate that our method
continues to outperform the baseline methods.

J. Reverse Engineering on Vision Transformer Architecture

In addition to performing attribute inference on CNN
architecture, we extend our approach to Vision Transformer
(ViT) architecture. The Vision Transformer (ViT) applies the
Transformer architecture, originally used in natural language
processing, to images. Specifically, it divides an image into
several patches and uses a Transformer to extract features from
the image [79]. We design an attribute space for the Vision
Transformer architecture, as shown in Table IX. #Patch size =
k means that each input image is divided into patches of size
k ∗ k, which are used as the input to the ViT. Additionally,
we include the number of #Transformer layers, #Feedforward
layers, and numbers of #Attention heads in the attribute space.
In this experiment, we also use outputs from models trained
on the Photo and Cartoon datasets as the source domains,
and outputs from models trained on the Sketch dataset as
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Table XI
MODEL ATTRIBUTE INFERENCE ACCURACY (%) ON OUTPUTS OF SKETCH MODELS. THE SOURCE DOMAINS ARE OUTPUTS OF PHOTO AND CARTOON

MODELS. THE ARCHITECTURE IS VISION TRANSFORMER. RED AND BLUE INDICATE THE BEST AND SECOND BEST PERFORMANCE, RESPECTIVELY.

Target
Domain

Method Attributes Avg#act #drop #ps #n_trans #n_ffn #n_head #opt #bs
Random 20.00 50.00 25.00 11.11 33.33 16.67 33.33 33.33 27.85

Sketch

SVM 25.31 52.47 45.27 14.20 37.45 25.31 46.30 41.98 36.03
KENNEN* 28.40 64.20 53.29 16.26 43.83 25.51 51.03 54.32 42.10

SelfReg 28.19 65.64 40.74 17.08 51.65 29.84 42.39 59.47 41.87
MixStyle 25.51 59.88 46.91 15.43 45.47 26.75 45.47 54.73 40.02

MMD 27.57 56.38 53.29 18.93 48.56 29.84 39.09 56.58 41.44
SD 29.84 59.47 56.38 17.28 45.06 28.19 43.83 53.29 41.67

DREAM 34.36 68.93 54.73 20.37 49.79 31.28 57.00 61.11 47.20

the target domain. The complete overlap setting is adopted.
The experimental results, listed in Table XI, indicate that our
method is capable of effectively performing attribute inference
for Vision Transformer models, outperforming other baseline
methods.

V. LIMITATIONS AND FUTURE WORKS

DREAM requires training white-box models with numerous
attribute combinations to ensure the performance of reverse
engineering, which costs significant computational resources.
For instance, when constructing the PACS modelset, each
model requires approximately 5 minutes of training time.
Consequently, the total training time for 13,000 models (10,000
for training, 2,000 for validation, and 1,000 for testing) amounts
to roughly 45 GPU-days. To reduce these costs, one plausible
approach is to leverage fewer white-box models for reverse
engineering. Considering the relationships among attributes,
we can design a multi-task learning method, where reverse
engineering each attribute is treated as a task, to maintain the
performance in the future.

VI. CONCLUSION

In this paper, we studied the problem of domain-agnostic
reverse engineering towards the attributes of the black-box
model with unknown traning dataset, and cast it as an OOD
generalization problem. We proposed a generalized framework,
DREAM, which can predict the attributes of a black-box
model with an unknown domain, and explored to learn domain-
invariant features from probability outputs in the scenario of
black-box attribute inference. Extensive experimental results
demonstrated the effectiveness of our method.
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