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1. Introduction

Medical Decision-Making (MDM) is a multi-faceted
process that requires clinicians to assess complex
multi-modal patient data patient, often collabora-
tively (Zhou and Xu, 2023). Large Language Mod-
els (LLMs) (OpenAI, 2024; Anthropic, 2024; Reid
et al., 2024) promise to streamline this process by
synthesizing vast medical knowledge and multi-modal
health data (Singhal et al., 2022; Kim et al., 2024b).
However, single-agent are often ill-suited for nuanced
medical contexts requiring adaptable, collaborative
problem-solving. Our MDAgents1 (Kim et al.,
2024a) addresses this need by dynamically assign-
ing collaboration structures to LLMs based on task
complexity, mimicking real-world clinical collabora-
tion and decision-making Parekh et al. (2011); Grem-
bowski et al. (2014). This framework improves diag-
nostic accuracy and supports adaptive responses in
complex, real-world medical scenarios, making it a
valuable tool for clinicians in various healthcare set-
tings, and at the same time, being more efficient in
terms of computing cost than static multi-agent de-
cision making methods.

1. Our code and demo can be found at https://

mdagents2024.github.io/

2. Method

As shown in Figure 1-(a), MDAgents operates in four
steps, adapting to each medical query:

1. Complexity Check: A moderator agent eval-
uates the query and assigns a complexity level
(low, moderate, or high) based on established
clinical guidelines.

2. Recruitment: A recruiter agent then forms an
appropriate team. Low-complexity cases go to
a single Primary Care Physician (PCP), while
more complex cases have Multi-disciplinary
Teams (MDTs) or Integrated Care Teams
(ICTs).

3. Analysis and Synthesis: Solo agents use tech-
niques like Chain-of-Thought (CoT) (Wei et al.,
2022) prompting for analysis, while MDTs refine
answers through rounds of discussion. ICTs use
a tiered decision process for the high complexity
cases, engaging specialists in sequential stages.

4. Final Decision: The decision-maker agent ag-
gregates inputs and synthesizes a final answer,
leveraging diverse agent insights, conversational
history, and moderator feedback.

For up-to-date decision-making, MDAgents incorpo-
rates MedRAG (Xiong et al., 2024), which accesses
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Medical Knowledge
A 19-year-old Caucasian male presents to your office with 

hypopigmented skin. He undergoes a skin biopsy and is found to 

have an absence of melanocytes in the epidermis. Which of the 

following is the most likely diagnosis? A. Tinea versicolor B. Albinism 

C. Vitiligo D. Solar lentigo E. Melanoma

Differential Diagnosis (DDx)

Multi-modal Reasoning

Sex: M, Age: 47 Geographical region: North America 
Pathology: PSVT 
Symptoms:

- I feel pain. The pain is: tugging, Burning …
Differential diagnosis:
PSVT: 0.22, Anemia: 0.16,Panic attack: 0.14, Atrial fibrillation: 
0.11, Anaphylaxis: 0.11, Cluster headache: 0.09, Chagas: 0.07, 
Scombroid food poisoning: 0.07, HIV (initial infection): 0.01

What does the circle in image D surround? 

A: Abnormal mitotic figures 

B: Central keratinization 

C: Frank atypia 

D: Areas of necrosis 
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Figure 1: Overview. (a) The system assesses complexity, recruits agents, and iteratively refines answers
through solo, MDT, and ICT configurations, emulating real-world clinical collaborations. (b) Our
method outperforms Solo and Group settings across different medical benchmarks.

recent biomedical data to enhance accuracy. The
model leverages GPT-4 for reasoning and was tested
across medical benchmarks, including text-only (e.g.,
MedQA (Jin et al., 2020)), image-based (e.g. Path-
VQA (He et al., 2020)), and multi-modal (e.g. Med-
VidQA (Gupta et al., 2022)) datasets.
To evaluate the effectiveness of our framework,

we conducted extensive experiments using baseline
methods across ten datasets, including MedQA, Pub-
MedQA, and others. Each dataset was tested with 50
samples, and we measured the average inference times
for varying complexities: low (14.7 seconds), moder-
ate (95.5 seconds), and high (226 seconds). Our ex-
periments compared three configurations: (1) Solo,
utilizing a single LLM agent for decision-making; (2)
Group, where multiple agents collaborate; and (3)
Adaptive, our proposed MDAgents method, which
dynamically adjusts the inference structure. For
low-complexity cases, we employed 3-shot prompt-
ing, while moderate and high-complexity cases used
zero-shot prompting across all settings.

3. Results
As shown in Figure 1-(b), MDAgents demonstrated
state-of-the-art performance, achieving the highest
accuracy in 7 out of 10 benchmarks and outper-
forming both solo LLMs and static multi-agent meth-
ods. Across different medical benchmarks, MDA-
gents achieved up to 4.2% improvement over solo and
group setting. From our ablations in Figure 2-3 in
Appendix, we present MDAgent requires fewer API
calls than larger static multi-agent models, achieving

the same accuracy with fewer resources. Specifically,
using 3 agents yielded optimal performance with a
significantly lower number of API calls than single-
agent CoT or larger multi-agent setups (e.g., MedA-
gents with 5 agents), highlighting our framework’s
computational efficiency. We also present that our
framework shows robust performance in extreme tem-
perature values (T=0.3, T=1.2) (Figure 2) and the
agent’s opinion convergence in multi-agent collabora-
tion settings (Figure 3).

4. Discussion

Developing MDAgents required balancing agent
count and response accuracy while minimizing re-
source use. The framework’s effectiveness lies in its
adaptive decision-making, which mirrors real clini-
cal practice by scaling collaboration with case com-
plexity. Ablations showed that a 3-agent setup opti-
mizes performance, minimizing unnecessary complex-
ity for simpler cases while supporting complex ones.
Key insights include verification steps to prevent hal-
lucinations and the use of tools like MedRAG and
moderator oversight to enhance diagnostic accuracy.
MDAgents is currently being evaluated for integra-
tion in hospital settings to support clinical workflows.

Future Directions. We plan to integrate doctor-
in-the-loop feedback, keeping MDAgents aligned with
clinical knowledge and enhancing reliability to reduce
diagnostic errors and improve patient outcomes.
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Appendix A. Demonstration Details

The demonstration, accessible at https:

//mdagents2024.github.io/demo.html, show-
cases the MDAgents framework’s capability to adapt
to cases of varying complexity. For each case:

• Low Complexity (Figure 4): A single gen-
eral practitioner agent manages a straightfor-
ward query on GERD management.

• Moderate Complexity (Figure 5): The
framework recruits multiple agents (MDT)—a
neurologist, oncologist, and radiologist—for col-
laborative reasoning in a case involving headache
and brain lesion.

3

https://www.anthropic.com/news/
https://www.anthropic.com/news/
https://arxiv.org/abs/2404.15155
https://arxiv.org/abs/2212.13138
https://mdagents2024.github.io/demo.html
https://mdagents2024.github.io/demo.html


A Demonstration of Adaptive Collaboration of Large Language Models for Medical Decision-Making

(a) (b) (c)

Figure 2: Impact of the number of agents on (a) Accuracy, (b) Number of API Calls on medical benchmarks
with GPT-4 (V) and (c) Performance of three different settings under low (T=0.3) and high
(T=1.2) temperatures on medical benchmarks. Our Adaptive setting shows better robustness to
different temperatures and even takes advantage of higher temperatures.
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Figure 3: An illustration of consensus entropy in group collaboration process of MDAgents (w/ Gemini-Pro
(Vision), N=30 for each dataset) on medical benchmarks with different modality inputs.

• High Complexity (Figure 6): MDAgents co-
ordinates several specialized teams (ICT) across
disciplines (e.g., neurology, pulmonology, psy-
chology) to tackle a multisystem case of muscle
fatigue and vision problems, emphasizing inter-
disciplinary collaboration.

Currently, this demo is powered by pre-collected
LLM responses, illustrating how MDAgents works
in different scenarios. For users interested in real-
time usage, demos can be executed by following the
instructions at https://github.com/mitmedialab/
MDAgents.
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Figure 4: In a low -complexity case (GERD management), the MDAgents framework assigns a single general
practitioner agent to handle a straightforward pharmacological query independently.
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Figure 5: In amoderate-complexity case (Headache & Brain Lesion), the framework recruits multiple agents
(MDT)—a neurologist, oncologist, and radiologist—for collaborative reasoning to diagnose the
likely cause of a brain lesion, requiring specialized input.
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Figure 6: In a high-complexity case (Muscle Fatigue & Vision Problems), MDAgents coordinates multiple
MDTs (i.e. ICT) across disciplines (e.g., neurology, pulmonology, psychology) to address complex,
multisystem symptoms, reflecting a comprehensive interdisciplinary approach.
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